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We study the creation of electron-positron pairs from the vacuum induced by a combination of a static electric
field and an alternating field. We find that the overall pair production can be increased by two orders of magnitude
compared to the yields associated with each field individually. We examine the interesting case where both fields
are spatially localized, permitting us to examine the time evolution of the spatial density for the created particle
pairs. We find that there are a variety of competing mechanisms that contribute to the total yield.
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I. INTRODUCTION

The creation of electron-positron pairs from a constant
electric force field was first calculated by Sauter [1] and
Schwinger [2], which has brought much attention to this
fascinating research area. Since then many more studies have
followed and extended the pair creation by a constant field
to more general space- and time-dependent forces. There are
a few different mechanisms under which an intense field can
“break down” the vacuum and create particles. In the first
one, a threshold is required for the static field (Ec = 1.32 ×
1016 V/cm) and a permanent flow of particles can be generated
only if the field is supercritical. The second mechanism is due
to the time dependence of the field that will induce quantum
transitions where the photon energy plays a key role [3–12]. A
third mechanism shows that pair creation can also be realized
due to quantum mechanical tunneling between two spatially
nonoverlapping force fields [13]. It can be observed if two
static and subcritical electric fields are separated by less than
the quantum mechanical tunneling length.

Unfortunately experimental attempts to observe this in-
triguing phenomenon of the direct conversion from light to
particles have been unsuccessful. Beginning in the 1980s it was
attempted to create a supercritical field via two overlapping
Coulomb fields associated with two colliding heavy ions
[14–16]. Some positrons were measured but it is believed today
that their main production mechanism was not necessarily
caused by the Coulombic field itself, but by nuclear transitions,
which are unavoidable in highly relativistic collisions.

In another pioneering experiment at SLAC an electron
beam was collided with an intense laser pulse and generated
positrons were detected [17,18]. In this process the interaction
of the high energetic electrons and the laser beam was
essential to the generation of electron-positron pairs. While
this experiment was operated essentially in the perturbation
domain, it did reveal the onset of nonperturbative signatures
[19,20]. It would be interesting to see how the pair creation
will be affected if one could collide γ photons directly with
an intense laser beam [21].

In this work we examine the time dependence of the
pair-creation probability for a two-field configuration of an
alternating field and a static field. In contrast to some previous
works, we investigate the case where both fields have a finite
spatial extend. While this assumption makes the theoretical

approach much more complicated, it permits us to study also
the spatial evolution of the created particle pairs. We find
that the increased parameter space of externally varying field
strength provides a rather rich and unexpected dynamics,
characteristic of decreasing particle yields with increasing
field strengths and regions in which an additional field can
actually suppress the pair-creation process. We examine the
high-frequency regime where the mechanisms discussed above
can compete and discuss the optimal physical parameters to
maximize the amount of pair creation.

We compute the time dependence of the pair-creation prob-
ability for such a two-field configuration from the quantum
field operator. The operator’s space and time dependence is
constructed numerically from the relativistic quantum mechan-
ical solutions to the time-dependent Dirac equation [22–25].
This computational approach to quantum field theory has been
introduced recently to study the pair-creation process with full
space-time resolution. For a recent review see Ref. [26]. It
can provide an alternative approach to the traditional S-matrix
approach, which is based on the in and out states only and
therefore cannot visualize the processes inside the interaction
zone. In addition to visualizing the details of the pair-creation
dynamics, direct time-dependent quantum field theoretical
solutions to the Dirac equation have also contributed to
the resolution of various conceptual problems related to the
negative energy states such as the Zitterbewegung [27], the
relativistic localization problem [27], as well as the Klein
paradox [28–31].

This paper is organized as follows. In Sec. II we intro-
duce our model system characterized by a subcritical time-
dependent field and a supercritical static field, and present
results of the created particle numbers for various frequencies
in Sec. III. In Sec. IV we study the spatial distribution of
created particles and their developments with time. In Sec. V
we discuss the energy spectra of the created electrons and their
scaling with respect to the field strength. In Sec. VI we provide
a summary, determine if the yield is mostly due to single or
multiple pairs, and outline further research directions.

II. QUANTUM FIELD THEORETICAL SIMULATIONS

In order to describe the electron-positron creation process,
the relativistic quantum mechanical (Dirac) equation for a
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single-particle wave function is not sufficient as it assumes
the existence of a particle from the beginning and the
unitary time evolution would make it impossible to describe
processes for which the number of particles can change. To
describe creation and annihilation processes we need quantum
field theory, where the evolution of operators is obtained
from the Heisenberg equation of motion using the quantum
field theoretical Hamiltonian. However, as we are neglecting
interfermionic interactions, it turns out that the evolution of
the quantum field operator �̂(t) is also described by the Dirac
equation (in atomic units from now on)

i∂�̂(z,t)/∂t = [cαzpz + βc2 + V (z,t)]�̂(z,t). (2.1)

Here V (z,t) denotes the scalar potential associated with the
external force acting along the z direction, while αz denotes
the z component of the Dirac matrix, β is the diagonal Dirac
matrix, and c is the speed of light. We can expand �̂(z,t) in
terms of creation and annihilation operators and the force-free
positive and negative energy eigenstates |p〉 and |n〉, and their
spatial representation up(z) and vn(z) according to

�̂(z,t) =
∑

p

b̂p(t)up(z) +
∑

n

d̂†
n(t)vn(z)

=
∑

p

b̂pup(z,t) +
∑

n

d̂†
nvn(z,t). (2.2)

The electronic portion of the field operator associated with
positive energy can be defined as

�̂(p)(z,t) ≡
∑

p

b̂p(t)up(z), (2.3)

where up(z) is the eigenvector of force-free Hamiltonian
with positive energy. The time-dependent number of created
particle pairs can be computed from the vacuum (initial) state
through

N (t) ≡
∑

p

〈〈vac||b̂†p(t)b̂p(t)||vac〉〉 (2.4)

and created particle spatial density is defined here as

ρ(z,t) ≡ 〈〈vac||�̂†(p)(z,t) �̂(p)(z,t)||vac〉〉. (2.5)

These two quantities are related with each other via N (t) =∫
dz ρ(z,t). Using the two equivalent expressions for the

time evolution of �̂(z,t) in Eq. (2.2), we can solve for b̂p(t)
required in Eq. (2.4). Making use of the initial state property
b̂p||vac〉〉= 0 and after some operator algebra we obtain for
the total number of created pairs

N (t) =
∑
p,n

|Up,n(t)|2 (2.6)

and for the spatial density

ρ(z,t) =
∑

n

∣∣∣∣
∑

p

Up,n(t) up(z)

∣∣∣∣
2

. (2.7)

Here the matrix elements Up,n ≡ 〈p|n(t)〉 can be computed by
evolving the Dirac wave equation starting from negative energy
states |n〉. The evolved state |n(t)〉 is projected onto all positive
energy force free states |p〉. The single-particle Dirac equation
from state |n〉 is solved numerically using a split-operator

technique [22–25], where the states are discretized on a
numerical grid of length L with Nz spatial grid points. In this
method the time-evolution operator exp(−iht) is decomposed
into Nt consecutive actions, each subinterval operators can be
approximated by exp(–iht) ≈ exp(−iV �t/2) exp(−ih0�t)
exp(−iV �t/2), where h0 denotes the force-free Hamiltonian.
The action of exp(−iV �t/2) can be performed conveniently
in the discretized coordinate space with Nz grid points. By
using the Fourier transformation between the spatial and
momentum representations, we can compute the action of the
corresponding propagators via simple multiplications in the
relevant space.

III. THE TIME-DEPENDENT PAIR-CREATION
PROBABILITY

Here we use the one-dimensional simulation introduced
in Sec. II and characterize the field with a scalar potential
V (z,t) along the z direction. In our model, the first field of
amplitude V1 is subcritical and varies sinusoidally with time,
while the second field V2 is supercritical and independent of
time, V (z,t) = V1 S(z) sin(ωt) + V2 S(z). Here the function
S(z) represents the Sauter potential, S(z) ≡ {1 + tanh[(z −
z0)/W ]}/2, modeling an electric field that is concentrated
around z0 with spatial width W [1]. This form of the potential
V (z,t) permits us to study the effect of a combination of
a time-dependent field with a static external field for the
interesting case where both fields are spatially localized. In
this section we set the field strengths to V1 = 1.47c2 and V2 =
2.53c2 and vary the frequency between ω = 1.5c2 and 2.5c2.

As mentioned in the Introduction, there are two distinctly
different mechanisms to create particle pairs from the vacuum.
The first one is the traditional Schwinger mechanism which
does not require any time dependence but simply a supercritical
potential strength V > 2c2. The second mechanism is exclu-
sively associated with the time dependence of the external
field, which for any amplitude or frequency can trigger a
transition from states of the negative to the positive energy
continuum [31]. In order to study the interplay between these
two mechanisms, we present in Fig. 1 the time evolution of
total pair-creation N (t), defined in Eq. (2.4).

It turns out that the data for N (t) for various field config-
urations are remarkably complicated and therefore require a
rather detailed discussion.

A. The yield N(t) associated with each field separately

To set the scale, let us first show the negligible impact
on the pair-creation process due to the separate actions of
the oscillating and static fields alone. The three dashed curves
correspond to the pair creation due to the static field only (V1 =
0). Even though their amplitudes V2 = 1.06c2, V2 = 2.53c2,
and especially V2 = 4c2 makes these potentials (at least from
a technical point of view) supercritical leading to a slightly
positive slope of the graph, the permanent creation of electrons
is rather negligible on our short time scale T = 2 × 10−3 a.u.
and leads to only N (T ) = 0.018 for V2 = 2.53c2. Here the
slow pair creation is also consistent with the relatively small
magnitude for the corresponding external field which for our
width W = 6/c at its peak is V2/(2W ) = 2.5c2/(6/c) = 0.4c3.
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FIG. 1. Time evolution of the total number of pairs N (t) for
various field configurations. Graph (A): (ω = 2.5c2, V2 = 2.53c2).
Graph (a): (ω = 2.5c2, V2 = 0). Graph (B) (ω = 1.5c2, V2 = 2.53c2).
Graph (b) (ω = 1.5c2, V2 = 0). The amplitude of the oscillating
field is always V1 = 1.47c2, except for the three dashed lines, which
correspond to the static fields only (V1 = 0), where V2 = 1.06c2,
2.53c2, and 4c2 [W = 3/c, L = 1.2, Nz = 512].

This value is less than the Schwinger field Ec, which in atomic
units amounts to c3.

Let us now analyze the two curves obtained for the case
where the electrons are created by the oscillating field alone
(V2 = 0). The lowest solid curve, labeled with (b), at the bottom
of Fig. 1 is for V1 = 1.47c2 and ω = 1.5c2. Here the curve
is slightly oscillatory but the overall yield [N (T ) = 0.012]
is again almost negligible. A frequency only ω = 1.5c2 is
essentially insufficient as its “photon” energy is not sufficiently
large enough to bridge the energy gap of 2c2. To make a
transition a two-photon transition is needed. For the current
excitation, two-photon transition amplitude is much smaller
than the one-photon transition.

The second solid curve labeled with (a) corresponds to pair
creation where the amplitude is the same (V1 = 1.47c2) but
the frequency is larger ω = 2.5c2. The total pair creation has
been enhanced for this frequency as one photon is sufficient
to enable the transition between negative and positive energy
states. Such a transition, according to Eq. (2.6), is responsible
for the increase in pair creation. For example, at time T =
0.002 total creation has reached about 0.4, a more than 20-fold
enhancement compared to the two processes for (V1 = 1.47c2,
V2 = 0, ω = 1.5c2) and (V1 = 0, V2 = 2.53c2).

In addition to the overall linear increase and the difference
in pair-creation rate, both curves (a) and (b) oscillate in time
with frequency 2ω. This response is rather generic for driven
quantum systems, where the yield is typically related to the
square of the external amplitude. A good example would
be the time dependence of the photoionization probability,
where during one oscillation period of the intensity assumes
its maximum value twice.

B. The yield N(t) associated with a combination of both fields

The combination of both fields (V1 = 1.47c2, ω = 1.5c2)
and V2 = 2.53c2 leads to a significant enhancement of the
pair-creation rate as indicated by the graph labeled (B),
corresponding to an enhancement of the final number of
particles by a factor of 10 [from N (T ) = 0.018 to N (T ) =

0.18]. In fact, it even exceeds the yield created by static field
(upper dashed line) N (T ) = 0.09, whose strength (4c2) is
identical to the maximum value the combination of both fields
can take, V1 + V2.

The period of the superimposed oscillations matches the
period of the time-dependent field 2π/ω = 2.2 × 10−4 a.u. It
is rather interesting, that in contrast to the fast (2 ω) oscillations
for V2 = 0, the yield N (t) oscillates now only with half the
frequency. When V2 is gradually increased the frequency of
oscillation switches from 2ω to ω. The effective field due to the
combination of both fields changes the amount of its amplitude
from its maximum value Vmax ≡ V2 + V1, to its minimum value
Vmin ≡ |V2 − V1|. In other words, the field might be strong
enough to trigger the pair creation only during first half of
the period while during the second half the creation might be
stopped. For the parameters presented in Fig. 1, during the peak
time of the oscillatory field the total field is given by Vmax =
4c2, whereas a half period later the negative amplitude leads to
an instantaneous field of only Vmin = 1.06c2. The sign of our
potential is chosen such that an electron would be accelerated
to the right. For even a larger value of V2 those particles that
are moving to the left after the creation would be forced by the
static field to come back to the interaction region. As a result,
some of the created particles could be annihilated again [31].
There could be also Pauli blocking [28,30] to reduce further
creation and this would be responsible for pair creation to
decrease during the second half of the period and producing
the temporal variation that is characteristic of curve (B).

We might add a small caveat to our discussion. As the
definition of the particle yield in Eq. (2.6) is based on force-
free states, one has to be careful with the interpretation of
N (t) for those particles that are located inside the creation
zone. However, an improved definition of the yield inside the
supercritical zone is very difficult to define, as it is nontrivial
and a presently unresolved conceptual challenge.

In addition to the change in frequency, there are some
additional interesting details in the temporal behavior in Fig. 1.
A closeup of these oscillations shows that they cannot be
described by a simple sum of a linearly increasing function
of time with a sine or cosine function, as one could expect.
In fact, for a function of the type ∼t + sin ωt the length of
the graph from minimum to maximum is always longer than
the length it takes to return back to the minimum value. The
graph (B), however, shows an opposite behavior characteristic
of a (steeper) rise and (more gradual) fall of the particle yield
within each cycle.

For a better comparison, we have also shown the data (A)
for the case where the frequency of the alternating field is
sufficiently large to exceed the energy gap, ω = 2.5c2. While
N (t) grows still in an oscillatory fashion with the full period
corresponding to 2π/ω, the asymmetry between the gradual
rise and the steep fall within each cycle resembles that of
a decaying system in which the transitions are due to the
absorption of a photon with energy ω. As in this case, we have
a more rapidly oscillating field, also the slope of the graph is
larger than that of graph (B).

While similar to graph (A) the frequency of variation around
the linear rise is ω, there is a visible difference between (B)
and (A). The frequency used in (B) is too small to allow a
single photon transition as in (A). Since the energy ω = 1.5c2
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FIG. 2. Total number of created pairs N (t) at final time T =
0.002 a.u. as a function of frequency ω for W = 5/c, V1 = 1.47c2

and V2 = 0 (the narrower curve) or V2 = 2.53c2 (the wider curve).
The dashed line is the prediction based on perturbation theory (see
Appendix A), the squares are due to the two-level model (see
Appendix B) [L = 1.2, Nz = 512].

alone is not sufficient for a single photon absorption for curve
(B), the additional Schwinger tunneling is needed to make a
final transition to the positive energy manifold. The reversal of
the oscillating field V1 changes only the effective field for the
tunneling reflected in the asymmetric shape of the rising and
trailing edges within each cycle for graph (B).

C. The final yield N(T ) as a function of
the frequency of the field

From the above observations it is safe to say that a
combination of V1 and V2 can enhance the pair creation relative
to the separate application of each field one at a time. However,
the drastic increase of the yield when the frequency ω was
changed from 1.5c2 to 2.5c2 suggests a more systematic study.
In order to examine how the pair creation depends on the
frequency of the alternating field we choose time T = 0.002
and display in Fig. 2 the final created particle number N (T ) as
a function of frequency ω between 0 and 5c2.

1. The final yield N(T) due to the oscillating field (V2 = 0)

To analyze the Schwinger tunneling and temporally induced
process separately, we first omit the static field (V2 = 0). The
small superimposed oscillations in the graph have a period
of 0.17c2, which is roughly half of 2π/T = 0.33c2. In other
words, these small oscillations are due to the finite interaction
time T and would disappear for T →∞.

We observe a rapid rise of N (T ) when the frequency
exceeds the energy gap 2c2, while the pair production stays
essentially zero for ω < 2c2, consistent with our earlier
observation. It is interesting that there is small amount pair
creation for ω between c2 and 2c2, which can be explained
in terms of a two-photon process making a transition between
negative and positive energy states. However, the magnitude
for this process is much smaller than that of the single-photon
process as suggested by the inset on the right side. In fact,
for even higher resolution calculations we found an even

smaller contribution when ω = 2c2/3, permitting the onset
of three-photon excitations. The yield of these two- and
three-photon processes can be increased if the width W is
decreased leading to an effectively larger electric force. All of
these features are very similar to the multiphoton photoelectric
effect of atomic ionization. The single and multiphoton-like
transitions resulting in pair creation follows a power law of
the intensity, where in our case V1

2 serves as the intensity for
the excitation, while the energy of the final states is basically
determined by the frequency.

For larger frequencies, N (T ) decreases until it almost
vanishes around ω > 4c2. This high-frequency decrease can be
understood from an energetic as well as space-time resolved
perspective. Larger frequencies excite high-energetic electrons
but as the relevant coupling matrix element 〈p|V |n〉 decreases
with increasing final momentum p, the yield has to decrease as
well (see Appendix A). Equivalently, as the maximum speed
the particles can gain has an upper limit, for large ω the
electron-positrons do not have sufficient time to split and are
unable to escape from the interaction region before a half cycle
later the force direction is reversed and the created particles
are annihilated again, as shown in Refs. [12,31].

For comparison, we show by the dashed line the correspond-
ing yield obtained from a time-dependent perturbation theory
calculation, whose details we present in Appendix A. Except
for the threshold region around ω = 2c2, all details including
the finite-duration induced oscillations are reproduced. In fact,
even the kinks at ω = c2 and ω = 2c2/3 are reproduced if
we extend the perturbation to include second- and third-order
effects.

2. The final yield N(T) due to the combination of the oscillating
and static fields

If we repeat the set of simulations with an additional static
potential present with strength V2 = 2.53c2, we obtain the
other solid-line graph shown in the figure. Here the small
oscillations are again a finite-pulse effect as discussed above.
As the static field is now present in addition to the oscillating
field one could expect a larger particle yield for any frequency.

Rather surprisingly, this is not always the case. In fact, for
the two small frequency windows 1.95c2 < ω < 2.15c2 and
2.68c2 < ω < 2.95c2, the presence of the static potential seems
to have an inhibiting effect on the creation rate. The physical
mechanism leading to these two windows of suppression will
be discussed below.

By adding the static field, there are several mechanisms that
contribute to the overall distribution compared to the single
field case. First of all, for ω < 2c2 the previously “forbidden”
region now becomes allowed, therefore enhancing the pair
creation significantly. For frequencies around ω = 1.5c2, for
example, it is enhanced by a factor of more than 10. Next,
the maximum of pair production has been reduced from the
amount for V2 = 0 by a factor of 2 to about N (T ) = 0.6 and
the frequency for maximum pair creation has been shifted to
larger frequency of about ω = 2.3c2. Finally for ω > 2c2 the
amount of pair creation approaches the yield for V2 = 0.

As we have argued above, for V2 = 0 and ω < 2c2 the
pair creation cannot be due to a single-photon process while
the magnitude for the two-photon process is small. The reason
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for the remarkably large amount of pair creation for V2 	= 0
between ω = 1.45c2 and ω = 2c2 could be explained in
terms of a combination of a single-photon transition and the
Schwinger tunneling as suggested by the sketch of the left
inset of the figure [32–34]. It shows two potentials that are
displaced vertically by the energy gap 2c2. A single photon
is not possible to bridge the energy alone as indicted by the
vertical arrow in the figure. If we allow a subsequent tunneling,
which we assume to occur if the tunneling length is less than
the Compton length λc = 1/c, the estimated minimum value
of the frequency turns out to be about ω = 2c2 − V2λc/W2 =
1.49c2. This frequency corresponds roughly to the frequency
at which the static field can permit the pair creation.

Between ω = 2.5c2 and 3.5c2 there is an interesting
additional oscillation of period �ω = 0.51c2 with two minima
around ω ≈ 2.8c2 and ω ≈ 3.4c2. In this frequency range
the pair creation is due to single-photon transition. In the
absence of any static potential, the created particles would
escape with equal likelihood to the right and left of the
potential. Due the static field, however, the right-moving
particles are accelerated out of the interaction region while
the left-moving particles are decelerated. Left going particles
can therefore return to the interaction region and interfere
with the production process. While interfermionic interactions
are excluded in our approach, the Pauli exclusion principle is
still applicable and reduces the production rate, if electrons
occupy the relevant regions in space. This Pauli-blocking
inhibition mechanism associated with returning particles is
rather sensitive to the choice of the frequency as well as
the birth velocity distribution. It could possibly explain the
nonmonotonic behavior of the yield in this region between
ω = 2.5c2 and 3.5c2. A numerical fit for large ω indicates the
power-law dependence with effective powers of about 3 (for
V2 = 0) and 4 (for V2 = 2.53c2).

Regular time-dependent perturbation theory successfully
explains the dynamics for V2 = 0, but it fails for V2 	= 0. In
order to model the combined action of both fields, we used
the two-level approximation as discussed in Appendix B. This
approximation can be used if the spatial width W is much
larger than the Compton wavelength. It is actually exact if we
were to replace the spatially localized electric fields associated
with the Sauter potential S(z) with a spatially constant (and
therefore infinitely extended) electric field, associated with
S(z) = z/(2W ). In this special case, an initial state of the

negative energy continuum is coupled only to a single state
with positive energy, like a two-level system [4,12,35,36]. In
this simplifying model most of the essential features such as
energy shifts, the multiphoton transitions, and the Schwinger
tunneling are included. The predicted yield due to such an
approximation is shown in Fig. 2 by the open squares. It is
remarkable how this simple model is able to reproduce most the
features of the numerical simulation while regular perturbation
fails. Except for the threshold region close to ω = 2c2, where
the dynamics is most complex and hard to model, the match is
excellent. The match becomes less ideal when the external
field width is on the order of Compton wavelength as
strong field variation can no longer be approximated by a
constant field. In addition to the two-level model described
here, in the below-threshold region, when ω < 2c2, our result
agrees also (not shown in Fig. 2) with the expression obtained
for high-frequency field catalyzed Schwinger pair production
rate using the worldline instanton method [33].

IV. SPATIAL DENSITY AND EFFECT OF POTENTIAL
HEIGHT

In this section we accompany the findings of the prior
section and study the spatial distribution of the created
electrons. We also examine the surprising role the height of
the static potential V2 plays in enhancing but also inhibiting
the pair creation. In Fig. 3 we show four temporal snapshots
of the electron’s spatial density ρ(z,t) for the two frequencies
ω = 1.5c2 [Fig. 3(a)] and ω = 2.5c2 [Fig. 3(b)] studied in
the previous section. The corresponding distribution of the
created positrons can be obtained by reflecting the electronic
distribution around the center of the fields z0, which we chose
here as −0.3 a.u.

Figure 3 suggests that the electrons are pulled out from the
center part by the static field and the edge of the distribution
moves with a constant velocity of vc = 125 a.u. or about
91% the speed of light. This corresponds to the linear growth
portion of N (t) shown in Fig. 1. The created particles are
ejected from the interaction zone creation and therefore can
no longer block the further pair creation associated with the
Pauli-exclusion principle.

The middle part of the probability density oscillates with
wavelength λ in Fig. 3(a). This oscillatory structure could be
the result of the periodic nature of the creation process where
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FIG. 3. Snapshots of the probability density ρ(z,t) for ω = 1.5 c2 (a) and 2.5c2 (b) at times t = 0.0005, 0.0010, 0.0015, and 0.0020. Note
that the maximum of the electric field is at z = − 0.3 a.u. [V1 = 1.47c2, V2 = 2.53 c2 W = 3/c, L = 1.2, Nz = 512].
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FIG. 4. Final spatial distribution ρ(z,T ) for V2 = 0c2, c2, 1.75c2,
2.25c2 [V1 = 1.47c2, W = 3/c, ω = 2.5c2].

only during half of the field cycle particles are created due to
single-photon transition, which is then followed by tunneling.
During the other half cycle the effective field is too small
to permit tunneling. The already created particles on the other
hand are being forced to the right out of the interaction zone and
escape with a uniform speed. More quantitatively, the spatial
oscillation wavelength for ω = 1.5c2 is 0.0271, or close to
3.7/c. If we use the expression λ = 2π vc /ω to estimate the
wavelength from the frequency ω of the oscillating field and
the estimated peak velocity observed from Fig. 3 we get λ ≈
3.8/c, which is very close to the observed value.

The density shown in Fig. 3(b) corresponds to the larger
frequency ω = 2.5c2, where the pair creation is mostly due to
single-photon transitions. As a result, the creation probability
is less oscillatory in time and the density of the created particles
exhibits less spatial variation for this strength for the static
field.

In Fig. 4 we compare the final distribution of created
electrons with and without the participation of the time-
dependent field V1, for four different potential heights V2.
Here we choose a frequency ω = 2.5c2, where the amounts of
production for both fields do not differ too much thus making
the comparison easier.

As expected, in the limiting case of no static potential (V2 =
0) the distribution is rather symmetric around z0, reflecting
the ejection of an equal amount of electrons into both sides
of the oscillating potential. The dashed line represents the
prediction by the time-dependent perturbation calculation,
which is nearly identical to the exact distribution.

The curve for V2 = c2 shows that now the electrons are
mainly ejected into the positive z direction. It is interesting
that the area under the density, which corresponds to the total
number of created pairs, amounts to 0.3877. This is slightly
less than 0.399 obtained for V2 = 0. It seems that the presence
of the static potential inhibits the temporally induced pairs in
this case. While the potential-free case permits the electrons
to be ejected in both directions, the force due to the static
potential may shut off the decay channel and does not allow the
electrons to leave (from the left) the interaction zone leading
to a blocking of the pair-creation process due to the Pauli-
exclusion principle. As we saw in Fig. 2, it depends rather
sensitively on the value of ω whether the static field drags the

created electrons out of the interaction zone or whether it can
reverse the motion of electrons to permit a further inhibition.
We will discuss this below.

For larger strengths V2 = 1.75c2 and V2 = 2.25c2 this
enhancement due to the large force begins to dominate, leading
to N (T ) = 0.629 and 0.653, respectively. The shut off is more
apparent at larger still values of V2 which are not shown here.
For V2 = 3c2, the amount of production is only N (T ) = 0.603,
indicating a decrease.

The additional presence of the static potential introduces
three different new mechanisms, one of which suppresses
the temporally induced production, whereas the other two
enhance it.

The suppression mechanism is based on the fact that due
to the tilt of the potential the created electrons can no longer
escape in both spatial directions after their creation. In fact,
the created electrons that would normally escape to the left
are forced to return to the interaction zone where, due to their
presence and the associated Pauli blocking, less electrons can
be produced. This spatial channel closing (SCC) mechanism
should become effective if potential V2 is strong enough to
decelerate electrons and reduce the kinetic energy at birth to
zero. In this sense we expect the onset of this SCC mechanism
to depend on the details of the temporally induced dynamics
such as the frequency ω.

As a second mechanism the downward tilt of the interaction
potential could possibly increase the pair production by
providing a means to more effectively deplete the interaction
zone to the right. It is important to note that this mechanism
cannot cancel out the SCC effect. Because it affects only the
electrons that were created with velocities pointing to the right
while the first mechanism applies to the electrons created with
a velocity pointing to the left.

The third mechanism occurs if the strength of the static field
is very large (supercritical), such that (even in the absence of
temporally induced pairs) the associated force can generate
electrons.

The data of Fig. 4 suggest that there might be an optimal
value for V2 for which a maximum amount of pair creation can
be achieved. To examine this highly nonmonotonic behavior
of the final number of pairs with the strength of the static
potential V2, we graph in Fig. 5 the yield N (t) as a function of
the V2.

The constant graph for small values of V2 is expected in
Fig. 5(a), as the presence of the static field is irrelevant and
the creation is entirely due to the time-dependent field V1 with
ω = 1.5c2. The kinetic energy distribution of the (temporally
induced) electrons at the moment of their creation ranges from
0 to (ω − 2c2) is centered at around the most likely value of
Ekin = (ω − 2c2)/2. The static potential can only affect these
particles if V2 > (ω − 2c2), which characterizes the length of
the plateau in all graphs shown in Figs. 5(a) and 5(b).

As the static field V2 is increased it first suppresses the
production due to the SCC mechanism discussed above. This
leads to the pronounced minimum at V2 ≈ 0.8c2 in each curve
in Fig. 5(a) for V1 = c2 and 1.47c2. It is interesting that N (T )
decreases again, while in the limit of large V2 it increases as
we show below.

To examine how this decline depends on the frequency ω,
we have computed N (T ) in Fig. 5(b) again as a function of V2,
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FIG. 5. Total number N (T ) as a function of the strength of the static field V2. (a) ω = 2.5c2 and two values for V1. (b) V1 = 1.47c2 and
three values for ω [W = 3/c and T = 0.002].

but for three different frequencies ω = 2c2, 2.5c2, and 3c2 and
for the same amplitude of the oscillating field (V1 = 1.47c2).
To better judge the effect of the frequency, we repeat in the
middle curve in Fig. 5(b) the top curve of Fig. 5(a). The curve
for ω = 3c2 shows that the location of the minimum is shifted
towards larger values of V2, here it occurs at V2 ≈ 2.1c2, while
the overall yield peaks at N (T ) = 0.2 and is sufficiently less
than for ω = 2.5c2.

As the frequency is decreased to ω = 2c2, the location of
the minimum is shifted to almost V2 ≈ 0c2 and the maximum
to V2 ≈ 0.4c2.

If we continue to investigate pair creation for even stronger
fields V2 we find that independent of the value of V1 the pair
creation follows the same law [10,37,38] according to the
Schwinger (1D) formula: V2 exp[ − 2πc3W/V2]/(2π ).

V. MOMENTUM SPECTRA SUGGESTING ABOVE
THRESHOLD PAIR CREATION

In this section we analyze the pair-creation process with
respect to the relevant transitions from the negative to the
positive energy states. The momentum resolved electron
spectra reveal signatures of various multiphoton induced
pair-creation processes.

In Fig. 6 we show the momentum spectrum of the created
electrons, defined as ρ(p,t) ≡ 〈〈vac||b̂+

p (t)b̂p(t)||vac〉〉, for six
different strengths V1 of the oscillating field and with vanishing
static field (V2 = 0). As the total interaction time is about
15 cycles of 2π/ω, there is a small amount of asymmetry
between electrons that are accelerated to positive and negative
momentum. Furthermore, while the locations of the peaks
seem to be rather independent of the field strength V1, the
shape of the spectrum changes suggesting that a variety of
process with different scaling properties each contribute to
different portions of the spectrum.

If we convert the locations of the three momentum peaks
labeled (A), (B), and (C) to the corresponding energy we find
EA = 1.255c2, EB = 2.486c2, and EC = 3.740c2. It is clear
that the maximum associated with energy EA is by far the most
dominant one. Its peak height grows nearly quadratically, with
a power law (V1)1.54, suggesting a one-photon transition from
the initial state with negative energy EA − ω = −EA. As the
chosen frequency ω = 2.5c2 is larger than the energy gap,

every final electronic state in the energy range c2 < E <

1.5c2 could become excited via a one-photon transition from
the negative energy continuum. However, the coupling matrix
element 〈p|V |n〉 takes its largest value, when the amounts
of the corresponding initial and final momenta are identical,
making the transition to final energy EA the most dominant
one. We also see a slight change in the slope of the spectrum
around p = 153 a.u., which corresponds to the highest
momentum state (with energy 1.5c2) that can be reached via a
single-photon transition from the negative energy continuum.

The peak labeled (B) corresponds to a two-photon transition
(with an effective power law with exponent 3.86) as indicated
by the diagram in Fig. 6. In principle, peak (C) could be
the result of an extra photon absorption based on peak (A).
While due to the spatial dependence of the external fields
this two-photon process is possible in principle, it turns out
that the main contributions to this peak are associated with
a (comparatively stronger) three-photon transition (with an
effective exponent of 5.78). This process is then associated
with a consecutive transition from energy from −EA − ω,
to −EA, to EA, to final energy EA + ω (=3.75c2), using
±EA as intermediate states. It is very reminiscent of the
additional maxima observed in the multiphoton ionization
spectra of atoms, called above-threshold ionization and studied
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FIG. 6. Momentum density of the pair production for an oscil-
lating field only (V2 = 0) and with six strengths V1 [W = 3/c, ω =
2.5c2, T = 0.002].
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for line (a) V1 = 1.47c2, V2 = 0 [W = 3/c, ω = 2.5c2].

extensively both theoretically and experimentally in the 1980s
and 1990s [39]. Using perturbation theory one would expect
the height of peak (C) to scale with the sixth power the
amplitude V1, as its strength should be proportional to
the square of the product of the coupling matrix elements
〈−nA − ω|V |−nA〉,〈−pA|V |−nA〉, and 〈−pC|V |−pA〉. The
observed peak heights confirm this scaling.

It is rather interesting to observe energies close to the
location C can also be excited due to two-photon transitions
but shifted up in a nonsymmetric way. As a result this process
contributes to the background of peak (C). While the absence
of any intermediate state at energy zero makes the peak (B) less
likely than (C), the lower final continuum energy EB compared
to EC makes (B) more likely. The data shows that for the whole
range of amplitudes V1 the peak (B) is relatively stronger,
suggesting that due to many field induced level shifts, the (bare
energy level based) distinction between on- and off-resonant
transitions becomes irrelevant for sufficiently strong fields.

One should also point out that peak (B) is unique as it
turns out that the nonsymmetric two-photon process can also
excite energies close to the position of peak (A) and peak
(C) but neither one- nor three-photon process can excite the
position where peak (B) is. For this reason the power law for
peak (B) is observed for the widest range of amplitude V1,
while the expected power laws with integer exponents only
emerges for weak fields for peak (A) and for large fields for
peak (C). It appears that stronger field can contribute to the
(ponderomotive) shift of the continuum threshold and affect
the scaling laws for peak (A). Furthermore, for weaker field
this shift prohibits the occurrence of an isolated peak at (C)
and the expected power law.

VI. SUMMARY AND DISCUSSION

In this paper we discussed the electron-positron pair-
creation process triggered by a combination of a subcritical
time-dependent and a supercritical static field. We find that the
amount of pair production can be greatly enhanced compared
to the yield obtained by the individual fields. The presence of a
static field can increase the frequency range of the alternating
field where pair creation can occur. The spatially resolved
densities show that the static potential plays a crucial part
of breaking the spatial symmetry of this system, permitting
the rapid escape of particles created by the alternating field

from the interaction zone, thus reducing the effect of the
Pauli blocking. Furthermore, according to the results of our
simulations, in this model the frequency of the alternating
field is the most crucial parameter for the process of pair
creation, as the created number depends rather strongly on it.
We also found the unexpected result that the height of the static
potential determines the final yield in a very nonmonotonic
way. In fact, one can find amplitudes of the static potential for
which the final yield can take maximum as well as minimum
values.

In the above results, single as well as multiple electron-
positron pairs were created. In order to estimate the importance
of the multi-pair-creation processes, we can compute the
single-pair creation alone defined as

∫
dx

∫
dy |� (x,y,t)|2.

Here the electron-positron pair wave function can be computed
as �(x,y,t) ≡ 〈〈vac||�̂(p)(x,t)�̂(n)

c (y,t)||vac〉〉, where �̂(n)
c is

the positronic portion of the field operator.
Figure 7 compares the yields associated with only single

pairs with those obtained above which includes the possibility
of multiple pairs. We see that for our parameters the total
production yields are dominated by single pairs, but the
deviation grows with time. The graph in the corner shows the
corresponding probability distribution at t = 0.002, the two
yields deviate of these two numbers lies in not only around the
center part, but also in the outside region. Therefore, one can
approximate the total production with the amount of just one
single pair in this case, especially for short times, when the
deviation between the solid and dash line is relatively small.

In all simulations above we have assumed that the spatial
extensions of the two associated electric fields W are identical
and it would be interesting to examine the dynamics for the
case they are different. We also examined (not presented here)
the dependence of the total pair creation on the width of
second potential W2. It turned out that the graphs also have
maximum and minimum values for different widths of the
second potential. The dependency on parameters W1 and V2

and the shape of the curves, however, does not change too
much either. This is surprising as one does not expect the
result to change much for very large values of W2 where the
time-independent field corresponds to spatially constant force
field. But our preliminary results show a dependence on W2.
Obviously such a result requires further investigations.

In Sec. III we demonstrated how the usual time-dependent
perturbation theory could help us understand the pair creation
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in oscillating fields. However, such a theory cannot be applied
to the case when an additional static field is present as the
energy levels are no longer steady in space and time. We
also showed that in this case a simple model in which only
two-energy levels are coupled (Appendix B) can describe
the complicated dynamics including multiphoton and constant
field induced pair creation rather accurately. This model is
capable of reproducing all essential features qualitatively in
the pair-creation probability. On the other hand, this model
has its own limitations as it assumes that the external field is
infinitely extended. For example, it cannot describe any spatial
distributions of the created particles, which as we have seen
in our studies can provide some complementary information
about the underlying physical mechanisms. Because the two-
level model does not have spatial information it fails to predict
the locations of the minima and maxima in Figs. 2 and 5. As we
have shown, these depend rather sensitively on the spatial form
of the fields. Nevertheless the two-level model can still help us
to understand the interplay between the multiphoton processes
and the Schwinger tunneling during pair creation. On the other
hand, perturbation theory can reproduce the spatial density (as
shown in Fig. 4) only in the absence of a static field.

The above-threshold transition and the corresponding
structure in the created electron momentum-energy spectrum
provide us with another angle to analyze the complicated
dynamics. In Sec. V we analyzed one-, two- and three-photon
processes and found that at sufficiently high enough intensities
ponderomotive energy level shifts will also start to play a role.
Such shifts have led to significant modifications in the lower
energetic peaks of photoelectron spectra in above-threshold
ionization of atoms and molecules by strong laser pulses. As
the photoionization mechanisms are not that different as those
leading to pair creation, one could expect that these shifts will
play a similar role in suppression of the lower energy peaks. In
this work we assumed that the detected electrons are outside
of the interaction region. When the momentum is measured
directly in the interaction zone (or similarly for very short
pulses) the energy peaks could experience shifts. The observed
increase in the momentum distribution around p = 0 may be
due to a larger density as predicted by the relativistic energy-
momentum relation. Perturbation calculations support such an
observation but perturbation theory becomes invalid for larger

transition probabilities. We plan to study the interesting low-
energy domain in more detail in future work, examining also
how the Schwinger tunneling modifies the energy spectrum.
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APPENDIX A: TIME-DEPENDENT PERTURBATION FOR
OSCILLATING FIELD

The Hamilton of the system of interest can be separated
into two parts, H = H0 + H ′. The “unperturbed” Hamiltonian
is chosen to be the force-free Hamiltonian for the (two-
component) Dirac equation, H0 = cσ 1p + σ 3c

2. The nor-
malized eigenvectors for the Dirac equation H0|�〉 = E|�〉
for positive energy Ep = √

(c4 + c2p2) and negative energy
En = −√

(c4 + c2n2) are given by

�+(p,z) =
[ √

Ep + c2

sgn (p)
√

Ep − c2

]
√

2Ep

eipz

√
2π

(for Ep � c2),

(A1a)

�−(n,z) =

[
sgn(n)

√
−En − c2√

−En + c2

]
√−2En

e−inz

√
2π

(for En � −c2),

(A1b)

where sgn(p) denotes the sign of the momenta p and n.
Let us now assume that the perturbation H ′ = V (z)sin(ωt)

is suddenly turned on at time t = 0. The first-order transition
amplitude from the negative state |�−(n)〉 to a positive state
|�+(p)〉 at a time t is given by

C(1)
pn = 1

i

∫ t

0
〈ψ+(p)|H ′|ψ−(n)〉ei(Ep−En)τ dτ = Vpn

i
f (t),

(A2)

where Vpn ≡ 〈�+(p)|V (z)|�−(n)〉 and

f (t) =
∫ t

0
sin(ωτ )ei(Ep−En)τ dτ = 1

2

(
−ei(Ep−En+ω)t − 1

Ep − En + ω
+ ei(Ep−En−ω)t − 1

Ep − En − ω

)
. (A3)

The second term becomes dominant when Ep − En − ω ≈ 0, thus the first term is negligible and will be omitted, even though
keeping the first part does not make the calculation below more difficult.

For the case of the Sauter potential V (z) = V0/2[1 + tanh(z/W )], we obtain

Vpn = V0

2
Apn

[∫ ∞

−∞
tanh

( z

W

)
e−i(p+n)z dz + 2πδ(p + n)

]

= V0

2
Apn{−iπW/sinh[πW (p + n)/2] + 2πδ(p + n)}, (A4)

where the inner product for spins Apn is defined as

Apn = sgn(n)
√

Ep + c2
√

−En − c2 + sgn(p)
√

Ep − c2
√

−En + c2

4π
√−EpEn

. (A5)
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The total number of created electrons N (t) and its spatial distribution ρ(z,t) is thus

N (t) =
∫ ∞

−∞
dp

∫ ∞

−∞
dn

∣∣ C(1)
pn

∣∣2
, (A6)

ρ(z,t) =
∫ ∞

−∞
dn

∣∣∣∣
∫ ∞

−∞
dp C(1)

pn ψp(z)

∣∣∣∣
2

. (A7)

Note that the δ function in Vpn gives no contribution to the total number and electric density for Apn = 0 when p + n = 0.
To calculate the integrals in the formula of N (t) and ρ (z,t), we assume that the system is in a box with length L. Then the
momentum states are separated by �p = 2π/L and we need a substitution of

∫
dp→(2π/L)

∑
p and

∫
dn→(2π/L)

∑
n. The

result will turn out to be L independent when we set L→∞.
In the long-time limit, the transition probability is given by

Ppn(t) = ∣∣C(1)
pn

∣∣2 = |Vpn|2
4

sin2[(Ep − En − ω)t/2]

[(Ep − En − ω)t/2]2
→ πt |Vpn|2

2
δ(Ep − En − ω). (A8)

Following a similar argument leading to the Fermi Golden Rule, in the “long” time limit, the pair-creation rate is

� = d

dt

∫ ∞

−∞
dp

∫ ∞

−∞
dn Ppn(t) = π

2c2

∫ pm

−pm

dp

∣∣∣∣En

n

∣∣∣∣ |Vpn|2δEn,Ep−ω θ (ω − 2c2), (A9)

where pm = √
[(ω − c2)2 − c2]/c. Here θ (. . .) is the Heaviside unit step function. This expression shows that in the long-time

limit the pair creation has a sharp turn on at ω = 2c2 similar to the famous weak field photoelectric effect. The dashed line in
Fig. 1 is a result of finite time first-order perturbation calculation.

The time-dependent perturbation may be extended to higher orders as well, corresponding to multiphoton transitions, even
though the magnitude due to these orders will be dramatically reduced. The second-order amplitude is

C(2)
pn(t) = −1

4

∑
k

Vpk Vkn

exp[i(Ep − En − 2ω0)t] − 1

(Ep − En − 2ω0)(Ek − En − ω0)
(A10)

and the transition probability in the long-time limit is given by

P (2)
pn

(t) = ∣∣C(2)
pn

∣∣2 → πt

8

∣∣∣∣∣
∑

k

Vpk Vkn

Ep − En − ω

∣∣∣∣∣
2

δ(Ep − En − 2ω). (A11)

Similarly, the transition probability in the long-time limit for
the third-order perturbation is

P (3)
pn

(t) → πt

32

∣∣∣∣∣
∑
k′

∑
k

Vpk′ Vk′k Vkn

(Ep − En − 2ω)(Ep − En − ω)

∣∣∣∣∣
2

× δ(Ep − En − 3ω). (A12)

These expressions when summed over index p, n, and divided
by t will give the second- and third-order pair-creation rates. As
a result, the pair creation is expected to show a sudden increase
at ω = c2 due to two-photon pair creation and another increase
at ω = 2c2/3 for three-photon pair creation. These increases
are not easily identifiable for the parameters presented in Fig. 2.
For smaller widths of the Sauter field and longer simulation
times, however, the thresholds for two- and three-photon pair
creation in N (T ) can be identified as a function of ω.

APPENDIX B: APPROXIMATE THEORY FOR A
SPATIALLY EXTENDED POTENTIAL

Before we derive an approximate description for our
system, we first have to change the gauge associated with the
external field. The creation of the electron-positron pairs has
to be independent of the particular gauge. We obtain identical

results by choosing gauge in which the scalar potential V (z,t)
is zero. For this we need a transformation from (V , A = 0) to
(V ′ = 0, A′)

V ′ = V − 1

c
∂tf (z,t) = 0, (B1a)

A′ = ∂

∂z
f (z,t). (B1b)

For our case of a time-dependent and a constant potential
given by V (z,t) = V1S(z)T (t) + V2S(z), the required
gauge function can be calculated f (z,t) = ∫ t

0 cV (z,t) dt =
cV1S(z)

∫ t

0 T (τ ) dτ + cV2S(z) t . As a result we obtain the new
vector potential

A′ = cV1∂zS(z)
∫ t

0
T (τ ) dτ + cV2∂zS(z) t (B2)

such that the Dirac equation in this new gauge takes the form

i
∂

∂t
�(z,t) = [cσ1(p − A′(z,t)/c) + σ3c

2] �(z,t).

(B3)

As we will see below, in this particular limit, pair creation can
be examined by investigating the solution of a set of ordinary
differential equations for a two-level system.

The system discussed in this paper uses a combination of
an oscillating potential V1(z) = V1 sin(ωt) S(z) and a static

033408-10



PAIR CREATION ENHANCEMENT DUE TO COMBINED . . . PHYSICAL REVIEW A 85, 033408 (2012)

potential V2(z) = V2S(z), where the Sauter potential was
defined as Sauter potential S(z) ≡ {1 + tanh[(z − z0)/W ]}/2.
In the limit of W→∞ we obtain S(z) = 1/2 + (z − z0)/
(2W ) + O(W−3) and ∂zS(z) = 1/(2W ) +O(W−3). In this
limit the vector potential in Eq. (B2) takes the easier form
A′ = cE1[cos(ωt) − 1] − cE2t , where E1 ≡ V1/(2W ) and
E2 ≡ V2/(2W ). In such a gauge the states do not need to
be modified at t = 0 since f (t = 0) = 0. Note in such a
system where the vector potential is only a function of time,
we have momentum conservation [4,12] and the system can
be viewed as an infinite set of two-level systems with equal
momentum coupling between the positive and negative energy
states. To be more specific, the general solution of Dirac
equation can be written as a linear combination of a fixed
momentum p,

�p(z,t) = C+(p,t)�+(p,z) + C−(−p,t)�−(−p,z), (B4)

with the initial conditions C+(p,t) = 0 and C−(−p,t) = 1
as a way to calculate Upn(t) starting from the |n〉 state. If
we substitute this into the Dirac equation it leads to a set of
equations

i∂

(
C+(p,t)

C−(−p,t)

)/
∂t =

(
Ep + A′cp/Ep A′c2/Ep

A′c2/Ep −Ep − A′cp/Ep

)

×
(

C+(p,t)

C−(−p,t)

)
, (B5)

where Ep = √
(c4 + c2p2). This equation can be simplified

by using unitary transformations as follows:

C+(p,t) = C̃+(p,t)

× exp

{
−i

∫ t

0
[Ep + A′(τ )cp/Ep] dτ

}
,

(B6a)

C−(−p,t) = C̃−(−p,t)

× exp

{
i

∫ t

0
[Ep + A′(τ )cp/Ep] dτ

}
.

(B6b)

This leads to a coupled set of ordinary differential equations
(ODEs):

˙̃C+(p,t) = −(iA′c2/Ep)C̃−(−p,t)

× exp

{
2i

∫ t

0
[Ep + A′(τ )cp/Ep] dτ

}
,

(B7a)
˙̃C−(−p,t) = −(iA′c2/Ep)C̃+(p,t)

× exp

{
−2i

∫ t

0
[Ep + A′(τ )cp/Ep] dτ

}
,

(B7b)

with initial conditions C̃+(p,t) = 0 and C̃−(−p,t) = 1. We
have investigated this set of ODEs numerically with the
routines provided by the GNU Scientific Library.

To calculate the total number of particle pairs, we have to
project the evolved state |n(t)〉 on positive energy eigenstates
in the A-gauge �A(p,z) = exp(−if /c)�+(p,z) to form the
matrix elements Upn(t) needed for Eq. (2.6), where f (z,t) =
cE1 z [cos(ωt) − 1] − cE2tz. The total pair-creation yield is
given by

N (t) =
∫ ∞

−∞
dp′

∫ ∞

−∞
dp

∫ ∞

−∞
dz �∗

+(p′,z)

× exp[if (z,t)/c] �p(z,t). (B8)

The two-level model discussed here assumes that the field
is infinitely extended, in other words, it cannot provide a
total yield but only a number density per unit length. In
our numerical simulations we have used a spatially localized
Sauter fields with a characteristic width W . In order to make
a connection between the approximation and our system, we
need to scale the two-level calculation result (first by assuming
the peak field value) by the factor of L/Weff . Here L denotes
again our numerical box length for a simulation and Weff

is the effective length of the Sauter field. We (arbitrarily)
define an effective length as Weff = ∫ ∞

−∞ dz [E(z)/E(0)]2, with
E(z) =−dV (z)/dz, and obtain Weff = 4W/3. For example,
for L = 0.964 and W = 5/c we obtain a factor L/Weff =
19.82. This scaling factor is used to compare the two-level
approximation with our numerical results as displayed in
Fig. 2.
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