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Stochastic analysis of a mammalian circadian clock model: Small protein number effects

David W. Morgens†, Blerta Shtylla1,*

*Correspondence: Blerta Shtylla, Dept. of Mathematics, Pomona College, 614 N College Ave., Claremont, CA 91711, USA
shtyllab@pomona.edu

Abstract
The circadian clock, responsible for coordinating organism function with daily and seasonal changes in the day-night cycle, is controlled by a complex protein network that constitutes a robust biochemical oscillator. Deterministic ordinary differential equation models have been used extensively to model the behavior of these central clocks. However, due to the small number of proteins involved in the circadian oscillations, mathematical models that track stochastic variations in the numbers of clock proteins may reveal more complex and biologically relevant behaviors. In this paper, we compare the response of a robust yet detailed deterministic model for the mammalian circadian clock with its corresponding stochastic version that takes into account low protein number noise. We then use signal analysis techniques in order to examine differences in behavior among components of the stochastic system oscillator. This approach reveals differences in the system response between the stochastic and deterministic model and also allows us to extend bifurcation analysis into the stochastic domain. From our analysis of the unfitted stochastic model, we propose novel explanations of some previous experimental results.
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1 Introduction
A wide range of organisms employ a 24-hour circadian clock that adapts multiple system responses at the genetic, physiological and behavioral level to daily changes in the environment. At the basis of circadian rhythms is a regular, oscillating chemical reaction that is employed at the single cell level. In mammals, autonomous cell clocks are embedded in a hierarchical system in which a master pacemaker in the suprachiasmatic nucleus (SCN) entrains a network of peripheral circadian oscillators throughout the body [1]. Disrupted circadian rhythms can have serious medical implications in humans. Circadian rhythm disorders are related not only to disruption of sleep patterns, but are also associated with cognitive impairment, mood disturbances, and increased risk of cardiometabolic disorders [2]. Furthermore, circadian rhythms are beginning to gain critical importance in clinical settings as drug delivery effectiveness is affected by the rhythms of single cell metabolism that tie in the circadian networks [3].

In the last 20 years, various features of these chemical clocks have been uncovered in a variety of organisms [4,5]. A set of common features have emerged from the simpler cyanobacteria clocks to more complex mammalian networks. It is emerging that the core circadian clock network contains two types of components: 1) activators such as KaiA in Synechococcus, Cle and Cyc in Drosophila, and Clock and Bmal in mice and humans, and 2) repressors such as KaiB/KaiC in Sychococcus, Frq in Neurospora, and Tim and Per in Drosophila and mammals. For example, in mammalian cells the Period protein (PER) creates a negative feedback loop since high levels of PER protein suppress the transcription of the Per mRNA, lowering the levels of PER protein, which then allows continued transcription of Per mRNA [6]. The inclusion of additional activators and delay within these negative feedback loops complete the picture producing a robust circadian oscillator. While in principle negative feedback and delay are sufficient to generate oscillations, what is not clear is the specific contribution of the various uncovered elements of circadian clock networks, as it is also not clear what role post-transcriptional modification plays in these oscillatory patterns. Despite the complexities of these systems, there is broad consensus that transcriptional regulation lies at the core of the circadian oscillators [1].

The accuracy of the mammalian circadian clock can be inferred by observing the behavior of rats in a dark environment. Indeed, when separated from stimuli rats are observed to continue to operate on a 24-hour cycle, defined by when they wake up or exercise. Using this
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important system features. Specifically, the current
and ODE fitting to averaged signals can overlook poten-
ture in the stochastic regime where protein numbers are
the single cell level noise and heterogeneity are well tolerated [10].
Since the biochemical networks involved in producing
circadian oscillatory patterns are rather complex even at
the single cell scale, mathematical modeling can provide a
robust framework that not only accounts for the available
experimental data but also allows us to perform in silico
experiments in scenarios where data collection is difficult
[11]. Over the past several years, mathematical models
have indeed played a central role in our understanding
of these complex, circadian mechanisms. The original,
and still quite influential, circadian model was proposed
in 1995 to explain circadian rhythms in flies [6]. Since
then, systems of ordinary differential equations (ODEs),
ranging from a core 3 equations to a detailed 180 have
been used to explore the behavior and effects of stimuli,
mutsants, and drug perturbations [12] [13].

While this approach has been powerful, ODEs describe
continuous changes in concentrations assuming large pro-
tein numbers. Yet, at the single cell level internal noise
can be significant due to the low protein copy numbers
and the necessarily discrete nature of reactions that fur-
ther translates into potentially significant perturbations
in oscillation period and amplitude. While simple sys-
tems can be devised to be robust to internal noise [10], it
is not so clear that the more detailed models derived from
recent biological experiments retain the predicted ODE
robustness in the small protein number limits. Indeed,
since current evidence supports that only small numbers
of molecules are involved in circadian rhythms, many cir-
cadian models have been examined as discrete stochastic
systems [14] [10] [15] [12] [16].

In this paper, we take a similar approach and consider
a stochastic model of a fairly detailed mammalian cir-
cadian clock proposed in Relogio et al. [17] and seek to
compare the robustness of the proposed system in the
limit of small protein numbers. Of particular interest
to us is to employ computational techniques in order to
test and uncover the key underlying oscillatory architec-
ture in the stochastic regime where protein numbers are
low. This analysis would be of interest since the data
obtained from gene expression levels is necessarily noisy,
and ODE fitting to averaged signals can overlook poten-
tially important system features. Specifically, the current
analysis of circadian rhythms is often limited to on/off
or period/amplitude measurements. These types of mea-
urements are well served by deterministic systems which

2 Mathematical Model
We start by first delineating the ODE model of Relogio
et al. [17], and then we discuss our stochastic model.

2.1 The Relogio et al. ODE model
The ODE model proposed and parametrized in [17] con-
ists of five genes and their associated proteins that can
exist in complexes, nuclear and cytosolic localizations,
and different phosphorylation states for a total of 19
species. Together, these form two coupled negative feed-
back loops, with ROR, RevErb, and BMAL making up
one loop and PER and CRY the other, as highlighted in
Fig. 1.
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Figure 1: A diagram of the key genes and nuclear proteins
involved in the two circadian loops. The model of [17]
contains 19 species, here we highlight the 5 genes, shown in blue
and red boxes to mark activatory vs. inhibitory action. The proteins
associated with the five genes can exist as both cytoplasmic and nuclear species. For the full set of reactions
involving transcription, translation, import/export and phosph-
orylation/dephosphorylation, see [17].
For completeness, here we highlight the key features included in the ODE model equations of [17].

**PC Loop** The PC loop contains the two key inhibitory genes Cry and Per, which are translated in the cytoplasm as PER<sub>c</sub>/CRY<sub>c</sub>. After phosphorylation in the cytoplasm, these proteins form complexes that are imported in the nucleus. In Fig. 1 we show a PER/CRY pool of nuclear complexes comprising both phosphorylated and unphosphorylated proteins that act as inhibitors on CLOCK/BMAL activity; the PER/CRY pool thus closes the negative feedback loop. The gene transcription reactions were modeled using Michaelis-Menten kinetics and Hill functions

\[
\begin{align*}
\text{Per} \quad \frac{dy_1}{dt} &= v_{1max} \frac{1 + a \left( \frac{x_1}{k_{11}} \right)^5}{1 + \left( \frac{PC}{k_{11}} \right)^2 \left( \frac{x_1}{k_{11}} \right)^5 + \left( \frac{x_1}{k_{11}} \right)^5} - d_{y1}y_1 \quad (1) \\
\text{Cry} \quad \frac{dy_2}{dt} &= v_{2max} \frac{1 + d \left( \frac{x_1}{k_{12}} \right)^7}{1 + \left( \frac{PC}{k_{12}} \right)^4 \left( \frac{x_1}{k_{12}} \right)^7 + \left( \frac{x_1}{k_{12}} \right)^7} \frac{1}{1 + \frac{x_1}{k_{21}}} - d_{y2}y_2 
\end{align*}
\]

where we highlight that the Hill coefficients were fitted to gene expression data and likely indicate multiple regulatory regions involved in mRNA production, whereas \(d_{i}\) is the degradation rate of the Per or Cry mRNA. As shown in [21], the high nonlinearities can be reduced to obtain terms with Hill coefficients of 2 or 3 at the cost of introducing explicit delay terms in the mRNA production terms which adds to model complexity. Alternatively nonlinearities can be also reduced by introducing Michaelis-Menten degradation rates that lower Hill coefficients at the expense of adding more parameters to the model. We retain the Relogio et al. [17] approach due to the nice model calibration with data. The rest of the protein concentrations in cytoplasmic forms given by CRY<sub>c</sub>(z<sub>1</sub>), PER<sub>c</sub>(z<sub>2</sub>), PER<sub>c</sub>*(phosphorylated form, z<sub>3</sub>), PER<sub>c</sub>/CRY<sub>c</sub>(z<sub>4</sub>), PER<sub>c</sub>/CRY<sub>c</sub>* (z<sub>5</sub>) and nuclear form given by PER<sub>N</sub>/CRY<sub>N</sub>(z<sub>6</sub>), PER<sub>N</sub>/CRY<sub>N</sub>* (z<sub>7</sub>) and PER/CRY<sub>pool</sub>(z<sub>2</sub> + z<sub>3</sub>) are given by simple law of mass action terms

\[
\begin{align*}
\frac{dz_1}{dt} &= k_{p2}(y_2 + y_{20}) + kd_1z_4 + kd_2z_5 - k_{f2}z_1z_2 - k_{f2}z_3z_3 - d_{z1}z_1 \quad (3) \\
\frac{dz_2}{dt} &= k_{p1}(y_1 + y_{10}) + kd_1z_5 + kd_{p2}z_3 - k_{f2}z_1z_2 - k_{p3}z_2 - d_{z2}z_2 
\end{align*}
\]

**RBR Loop** This loop contains the clock genes Ror, RevErb, and Bmal and their corresponding proteins. In contrast to the inhibitory effect of PC proteins, the nuclear species ROR and REV/ERB participate in the regulation of Bmal in both inhibitory and activatory reactions, as shown in Fig. 1. Similar to the PC loop, mRNA production involves multiple nonlinearities and Michaelis-Menten terms

\[
\begin{align*}
\text{Rev-Erb} \quad \frac{dy_3}{dt} &= v_{3max} \frac{1 + g \left( \frac{x_1}{k_{13}} \right)^6}{1 + \left( \frac{PC}{k_{13}} \right)^2 \left( \frac{x_1}{k_{13}} \right)^6 + \left( \frac{x_1}{k_{13}} \right)^6} - d_{y3}y_3 \\
\text{Ror} \quad \frac{dy_4}{dt} &= v_{4max} \frac{1 + h \left( \frac{x_1}{k_{14}} \right)^6}{1 + \left( \frac{PC}{k_{14}} \right)^3 \left( \frac{x_1}{k_{14}} \right)^6 + \left( \frac{x_1}{k_{14}} \right)^6} - d_{y4}y_4 \\
\text{Bmal} \quad \frac{dy_5}{dt} &= v_{5max} \frac{1 + I \left( \frac{x_1}{k_{15}} \right)^2}{1 + \left( \frac{x_1}{k_{15}} \right)^5 + \left( \frac{x_1}{k_{15}} \right)^5} - d_{y5}y_5. 
\end{align*}
\]

Similarly, the cytoplasmic protein forms REV-ERB<sub>c</sub>(z<sub>6</sub>), ROR<sub>c</sub>(z<sub>7</sub>), BMAL<sub>c</sub>(z<sub>8</sub>) and nuclear forms REV-ERB<sub>N</sub>(x<sub>6</sub>), ROR<sub>N</sub>(x<sub>6</sub>), BMAL<sub>N</sub>(x<sub>7</sub>) and CLOCK/BMAL<sub>N</sub>(x<sub>1</sub>) are given by simple law of mass action terms

\[
\begin{align*}
\frac{dz_6}{dt} &= k_{p3}(y_3 + y_{30}) - k_{i1}z_6 - d_{z6}z_6 \quad (13) \\
\frac{dz_7}{dt} &= k_{p4}(y_4 + y_{40}) - k_{i2}z_7 - d_{z7}z_7 \\
\frac{dz_8}{dt} &= k_{p5}(y_5 + y_{50}) - k_{i3}z_8 - d_{z8}z_8 \quad (15) \\
\frac{dx_5}{dt} &= k_{i4}z_6 - d_{x5}x_5. 
\end{align*}
\]
The system has 71 parameters of which 60 are derived from biological data and listed in [17]. The remaining 11 free parameters were fitted in [17] to fine tune the phase and amplitude relations between components of the model. We list the values of the parameters that we varied here from the reported values of Relogio et al. [17] in the Appendix; unless otherwise stated we use the parameter values of Relogio et al. [17] and refer to them as “wild type” in this study. The ODE model with these parameters generated oscillations with a period of 23.5 hours while also capturing the RNA and protein peak expressions in agreement with the ranges reported in the literature.

### 2.2 Stochastic Model

We created a stochastic analogue to these ODEs using methods previously described by [18]. Briefly, we seek to study the system response as the total number of molecules involved in the chemical reactions is reduced. This approach introduces intrinsic noise into the system that produces a rise in the amplitude of fluctuations around the system response predicted by the deterministic model of [17]; for a system containing $N$ molecules the intrinsic noise amplitude is proportional to $1/\sqrt{N}$.

For the stochastic model, we wrote a birth-death stochastic simulation algorithm is available online at www.sporajournal.org. As a first check for the correspondence between the deterministic and stochastic model we examined the qualitative behavior of our stochastic model as $\Omega$ was increased. Our simulation results shown in Fig. 2 indicate that at least qualitatively the stochastic model resembles closely the deterministic ODE model.

As an illustration of our modeling approach we examine one elementary reaction and give its propensity that is then used in the stochastic simulations of the model. Specifically, an elementary reaction is the creation of the component $z_5$ from $z_1$ and $z_2$, or $z_1 + z_2 \rightarrow z_5$. The rate that drives this reaction forward from the ODE equation (7) is $k_f z_1 z_2$. To compute a reaction propensity (or probability) we convert the rate by multiplying with the volume parameter $\Omega$ so that the propensity used in a stochastic simulation algorithm is $\frac{k_f z_1 z_2}{\Omega}$. The rest of the reaction propensities were computed in a similar fashion and representative reactions are illustrated in the Appendix. The resulting system was then simulated using the Gillespie simulation technique [22], which associates a probability with each reaction and draws from an exponential distribution to compute a random reaction time. This simulation algorithm generates exact solutions for the stochastic birth death process underlying our stochastic model [22].

### 3 Results

As a first check for the correspondence between the deterministic and stochastic model we examined the qualitative behavior of our stochastic model as $\Omega$ was increased. Our simulation results shown in Fig. 2 indicate that at least qualitatively the stochastic model resembles closely the deterministic ODE model.

In cases where the internal noise is significant, i.e. $\Omega$ is small, the oscillations of the stochastic model are difficult to characterize in a non-qualitative fashion. The characteristic period of an oscillatory system under stochastic effects can be evaluated using autocorrelation analysis, which provides a comparison tool between the deterministic and stochastic oscillatory regimes. We define the autocorrelation function $F(\tau)$ for a biochemical species $i$ with protein numbers given by $N_i$ using

$$
F(\tau) = \langle N_i(t+\tau)N_i(t) \rangle - \langle N_i(t) \rangle^2
$$

where $\langle \cdot \rangle$ denotes averaging with respect to time $t$. For systems that do not oscillate $F(\tau)$ decays monotonically, whereas for oscillatory systems the autocorrelation function shows damped oscillations. The average period of system oscillations ($T$) is marked by the location of the first peak of $F(\tau)$, whereas phase coherence is given by the total number of peaks in autocorrelation before it decays. To illustrate these ideas in Fig. 3(a) we plot the stochastic model average period for each model component against system size, $\Omega$. For small system size, noise is significant and it causes sporadic model species oscillations as illustrated from the wide spread in periods for small $\Omega$. Notably, different model components show different periods for small $\Omega$. On the other hand, as the system size
Figure 2: The behavior of the stochastic system as $\Omega$ is reduced. Top row (a), (b) shows the deterministic model; middle row (c), (d) shows $\Omega = 5000$; and bottom row (e), (f) shows $\Omega = 200$. The PC cycle shows RNA amounts of Per and Cry versus the total amount of PER and CRY protein. The RBR cycle shows RNA amounts of Ror, Bmal, and RevErb versus the total amount of ROR, BMAL, and REVERB protein. Note that the scale is changing as we reduce $\Omega$.

Figure 3: Autocorrelation function and correlation half-life. (a) Plot of the average stochastic model period as a function of $\Omega$ for all the model species. Inset. A representative autocorrelation function for CRYc species for $\Omega = 50$ and $\Omega = 5000$. (b) Plot of the correlation half-life $\tau_{1/2}$ for each model species as a function of $\Omega$. Correlation half-life increases linearly with $\Omega$ indicating that periodic solutions strengthen as system size increases. All parameter values used correspond to the “wild type” values fitted in [17].
increases the average period for all components converges toward the deterministic model period of \( \approx 23.5 \) hours. Besides the location of the peaks, autocorrelation can give an indication of the strength of the periodic signal since the \( F(\tau) \) decay with different rates, where no decay indicates a perfect periodic signal and fast decaying peaks mark weaker periodic signals. In Fig. 3(a)(inset), we indeed see that \( F(\tau) \) decays much faster when \( \Omega = 50 \) as opposed to \( \Omega = 5000 \) for the component \( CRY \), indicating that the periodic signal gains significant strength as \( \Omega \) increases.

Fig. 3(a) illustrates that each model component can respond differently to noise for small \( \Omega \). Thus, next we separately examine each component by computing \( F(\tau) \) on model time-courses, which are in turn obtained by Gillespie simulations of the stochastic system. We highlight that at the core of autocorrelation analysis is the assumption that each model component’s individual time-course is well described by a single periodic signal disguised by noise. Thus, we represent \( F(\tau) \) as a decaying oscillator and extract two pieces of information: 1) the period of the underlying signal, and 2) the rate at which that signal decays. The period is obtained by finding the location of the first peak of the autocorrelation \( F(\tau) \) for each model species, as illustrated in Fig. 3(a). On the other hand, we measure the rate of decay of the damped oscillator using the half-life of the oscillations of the autocorrelation function (as defined in [18])

\[
\hat{\tau}_{1/2} = \tau_A \ln 2
\]  

(21)

where \( \tau_A \) is the standard correlation time measured as the rate of the decay of the autocorrelation function. We estimate \( \tau_A \) numerically by measuring the autocorrelation decay rate using the exponential function \( \exp(-t/\tau_A) \) that best fits the decay of the autocorrelation peaks. We remark that we expect the autocorrelation time to have a linear relationship with the size of the system \( \Omega \), as in [19] [18] it is shown that for their minimal circadian clock stochastic model the following relations hold

\[
\hat{\tau}_{1/2} = \tau_A \ln 2 \approx \frac{\Omega \ln 2}{a} = \frac{\Omega w \ln 2}{\Omega_c}
\]  

(22)

where \( \Omega_c \) is the critical system size for the oscillations to remain correlated in time over more than one period and \( w = 2\pi/T \). We remark that while appealing in its simple form, \( \Omega_c \) shown in equation (22) is difficult to obtain analytically for our model given the high degree of nonlinearity. However, \( \Omega_c \) can be related to the total number of molecules in the system. The total number of species \( X_i \) is \( X_t = \Omega x_t \) and the maximum total number of molecules during one period of the oscillations is

\[
N_{\text{max}} = \Omega \left( \sum_{i=1}^{s} x_i \right)_{\text{max}}
\]  

(23)

with \( s \) marking the total number of components in the model. Thus for the system oscillations to remain correlated the total number of molecules which are present should be larger than the critical value

\[
N = \sum_{i=1}^{s} X_i > \Omega_c \left( \sum_{i=1}^{s} x_i \right)_{\text{max}}
\]  

(24)

As shown in [18], \( \Omega_c \) depends on the characteristic quantities of the system limit cycle, which in turn are tied to the form of the reactions prescribed for the ODE model and consequently reaction propensities in our stochastic version. Taken together these expressions indicate that the correlation time or the half-life provide a measure of the noise perturbations on the system since they directly depend on system size (or total protein numbers). We do not dwell on \( \Omega_c \) details here, but note that in subsequent sections we choose a system size \( \Omega = 2000 > \Omega_c \) for which all the species oscillations have \( T_i \approx T_d \) corresponding to a tight distribution of periods around the deterministic period, \( T_d \approx 23.5 \).

In Fig. 3(b), we show measurements of the normalized correlation half-life defined here as \( \tau_{1/2} = \tau_{1/2}/T \) for each model component and observe a linear relation with \( \Omega \), as predicted by [19] [18]. Furthermore, we note that each model component displays its own scaling in correlation half-life \( \langle \tau_{1/2} \rangle \) against \( \Omega \), which is to be expected since the linear relation in equation (22) depends on the maximal total number of molecules encoded in \( \Omega_c \), however each species’ individual numbers can be either above or below this critical number, resulting in different slopes in Fig. 3(b). This means that each species has its own critical system size, even through the system as a whole can show oscillations similar to the deterministic limit. This is a major point of our study, and in the following sections we show how individual model component sensitivity can contribute or undermine overall system behavior in the stochastic model. To quantify these individual model component responses for the following section we fix \( \Omega = 2000 \) and compute a normalized autocorrelation half-life \( \tau_{1/2} \) over a range of various parameter values. To most closely capture experimental procedures, we computed 10 realizations of the stochastic model per parameter value in Sections 3.1 and 3.2 and averaged the autocorrelation half-life over all trials. Each realization of the model was simulated for 800 hours, in order to allow ample sampling for the autocorrelation function analysis.

3.1 Autocorrelation analysis indicates differences in model architecture under internal noise.

In [17], two distinct oscillatory loops were postulated and tracked in the ODE deterministic system. Using our
stochastic model, we aim to see whether this two loop architecture is sustained under noise with the help of the correlation half-life, as defined above. We compute $\tau_{1/2}$ at $\Omega = 2000$ for the model components individually as a function of the Per mRNA degradation rate ($dy_1$), a key parameter in determining the period of oscillations [2]. At the level of resolution of a single component of the model, there is too much information to detect any clear patterns from autocorrelation (Fig. 3(a)). We thus sum the components before calculating the correlation time by grouping all alternative forms of proteins, i.e. cytosolic, nuclear, phosphorylated, and unphosphorylated as shown in Fig. 3(b)–(c). We note this choice of clusters is biologically motivated and not based on the results of the model.

From the clustered model results for $\tau_{1/2}$, we see a clear pattern in the way that the components behave as a function of the mRNA degradation rate. Specifically, Per, Cry, and Ror along with their corresponding proteins form a single cluster, while RevErb, Bmal, and their corresponding proteins form another (Fig. 3(b)). This system structure that emerges from the autocorrelation corresponds to the two feedback loops proposed in Relogio et al. [17], with the exception that Ror and ROR cluster with the PC loop in our analysis. This indicates that the stochastic model presents a slightly different loop design than that proposed in the oscillator paradigm of the ODE model. This discrepancy is unexpected as we are studying the system in intermediate $\Omega$-values, where a near deterministic system response seems to prevail. We can further capture the behavior of these putative clusters by summing all components in the Per, Cry, and Ror loop (PCRor) and separately summing the components of the RevErb and Bmal loop (RevBmal) (Fig. 3(d)). From Fig. 3(d), we see that the decay of autocorrelation oscillations of $F(\tau)$ as a function of the mRNA degradation rate differs qualitatively between the clustered PCRor and RevBmal loops. This analysis highlights that different portions of the circadian oscillator have different amounts of built-in robustness to noise, as measured by the decay of the autocorrelation function. Thus the structure of the mammalian oscillator might be susceptible to the effects of noise.

We further examined how the correlation half-life ($\tau_{1/2}$) of the summed clusters in the stochastic model changed with other model parameters studied in [17] (data not shown), and overall we observed a qualitatively different behavior of stochastic model loops from the original deterministic model. Specifically, from Fig. 3(d) it appears that a RevBmal loop maintains high $\tau_{1/2}$ for a wide range of $dy_1$-values that we interpret as an indicator of strong periodic signal, as large correlation half-life corresponds to slow decay in $F(\tau)$, which in turn marks sustained oscillatory solutions. This use of $\tau_{1/2}$ as a marker of oscillatory response is also supported in Fig. 3(b) where we note an overall increase in half-lifes of all model components for large $\Omega$, where we know that the stochastic system oscillates in agreement with the deterministic model. On the other hand, in the same range of $dy_1$ it seems that the $\tau_{1/2}$ in Fig. 3(d) points to a collapse in PCRor loop oscillations as marked by a steep decline in $\tau_{1/2}$-values for $dy_1 > 1$. In the next section, we explore in more detail the correspondence between $\tau_{1/2}$ and transitions in and out of periodic solution regimes for the stochastic model. For now, we remark that by direct inspection of $\tau_{1/2}$ we see that the autocorrelation function could be used to detect varying sensitivity to intrinsic noise levels for each loop with one loop showing weaker periodic signal as model parameters are varied.

In conclusion, given the uncertainty and malleability of parameters in a biological system, the stochastic model indicates that two key loops emerge and respond independently to stochastic effects. The differences between the two loops was also observed in the deterministic system of [17] where they showed sustained periodic behavior of the RevBmal loop by artificially clamping a single component of the PC loop to a constant value. Yet, the stochastic model autocorrelation analysis presented here reveals the distinct model component oscillatory behavior without the need to force various components to constant values. In fact, in the concerned parameter region of $dy_1$, we observe that the components of the PCRor loop continue to fluctuate in an aperiodic manner without interfering with the oscillatory behavior of the other loop, i.e. $\tau_{1/2}$ (note the small bump in PCRor $\tau_{1/2}$ for $1 < dy_1 < 4$ which indicates a slightly higher half-life in PCRor fluctuations while RevBmal maintains high $\tau_{1/2}$). We note the connection between our qualitative observations of $\tau_{1/2}$-values and bifurcation analysis in the deterministic system; both are concerned with identifying the parameter regions where the respective model is likely to oscillate. However, a more systematic comparison is necessary and we pursue this next.

### 3.2 Bifurcations in the Stochastic System.

In order to probe the response of the stochastic model in varying parameter regimes, we computed numerically using XPPAUTO [23] the bifurcation diagrams of the ODE model in [17] (shown in Fig. 5-insets) and compared them with our autocorrelation analysis results. When comparing the deterministic bifurcation diagrams to our stochastic model in near-deterministic, i.e. ($\Omega = 2000$), conditions we see a clear pattern where by the RevBmal loop has a stronger underlying periodic signal in parameter regions which are periodic in the deterministic system. This suggests that the Hopf bifurcations in the deterministic system are closely mirrored in the stochastic model.
To quantify similarities and discrepancies in the bifurcation structure between the deterministic and stochastic system, we quantified the location of bifurcation-like points in the stochastic model using an “optimized-thresholding” algorithm.

- First, we examined the behavior of the correlation half-life $\tau_{1/2}$ around the Hopf bifurcation points in the deterministic bifurcation diagrams (Fig. 5). For the sum of all components in the system when $\Omega = 2000$ (data not shown), a simple threshold of $\tau_{1/2} = 1$ produces stochastic bifurcation values close to the deterministic bifurcation values. This suggests a useful equivalence between a $\tau_{1/2}$ near zero and a bifurcation in the deterministic system, and we sought to extend this to lower values of $\Omega$.

- As the values of $\tau_{1/2}$ are very sensitive to $\Omega$ (Fig 3) and vary for each loop, instead of using a set arbitrary system threshold of $\tau_{1/2} = 1$, we chose to work with a set relative drop in $\tau_{1/2}$ signal from the maximum $\tau_{1/2}$. Specifically, for each Hopf bifurcation point, we calculated the % drop between the maximum $\tau_{1/2}$ value and the $\tau_{1/2}$ value where system $\tau_{1/2} = 1$ for both the RevBmal and the PCRor loop when $\Omega = 2000$. This provides distinct thresholds and corresponding estimated bifurcation-like points for each loop.

- In order to ensure the useful connection between the stochastic bifurcation-like points and the deterministic Hopf bifurcation points, out of the two loops, we chose to work with the % drop of the loop whose estimated bifurcation-like point was closest to the deterministic bifurcation point. We then adjusted this % drop such that the estimated bifurcation point corresponded more closely to the deterministic Hopf point for large $\Omega$. We next used this “optimized” % drop threshold for both loops and all $\Omega$-values. Note that for small $\Omega$, this approach can become unstable as noise begins to dominate the measurements of $\tau_{1/2}$.

This adaptive strategy ensures that the bifurcation-like points converge to the deterministic Hopf point for large...
Figure 5: Deterministic bifurcation plots vs stochastic autocorrelation half-life. The autorrelation half-life ($\tau_{1/2}$) is computed for each parameter value shown on the $x$-axis and binned into two highlighted regions around the deterministic Hopf points. The corresponding deterministic bifurcation diagrams in the same parameter range are shown in each figure inset.

$\Omega$ and also allows for different loops to control each bifurcation. For example, if we examine the first bifurcation point for $dy1$ in Fig.5(c), we note that the values of $\tau$ for the PCRor loop are higher than the RevBmal. Appropriately, in Fig. 6(e), we see that the bifurcation-like point of the PCRor loop converges to the deterministic Hopf point. These bifurcation-like points or “stochastic bifurcations” allow us to examine the relative sensitivities of each loop separately against changes in parameter values as well as system size $\Omega$.

With this method, we noted two key system features: 1) the bifurcations of the PCRor loop often appeared independent of that of the RevBmal loop, and, 2) that the locations of the bifurcations points change with $\Omega$. Specifically, we noted that in some cases, the oscillatory parameter regions shrunk or expanded with the system size, in other cases the opposite was true. There were even instances where the acceptable parameter region appeared to shift between the two loops, as highlighted by the relative position of the stochastic bifurcation points with the deterministic values shown as dotted lines in Fig. 6.

These observed trends in stochastic bifurcation points are related to the shape of the correlation half-life functions for each parameter, as shown in Fig. 5, notably for $dy1$ we saw that the PCRor loop increased faster than the RevBmal loop in parameter region 1, however, it also dropped much faster than the RevBmal loop-these caused the reversal in bifurcation point ordering reported in Fig. 5.

In the analysis of the deterministic ODEs, the location of the Hopf bifurcation were controlled by the driver loop, RevBmal. When this loop was oscillating or “turning” it was able to keep the other, PCRor, loop turning as well. In a sense this means that the “strength” of the RevBmal loop allows the system to tolerate the failure of the other component. Yet in the corresponding stochastic system, this is not the case. The PCRor loop is more, and in some case much more, sensitive to the parameter values chosen: both in that the parameter regions where periodic-like behavior is maintained is smaller than that of RevBmal (Fig. 5) and in that as the system size ($\Omega$) changes the bifurcation-like points shift more dramatically (Fig. 6).

In the biological system, the failure of the PCRor loop would be felt as an aperiodic regulation of gene expression via the PC complex. We note that our stochastic model allows us to reach an important conclusion. Namely, by restricting the analysis to the deterministic realm, one reaches erroneous conclusions about the prediction of the model about the driver loop for the system. Whether or not this is an artifact of the particular network topology is something that remains to be explored. This conclusion also calls into question the concept that more feedback loops increase the robustness of oscillating behavior in biological systems.
4 Wavelet Analysis Reveals Transient Lapses in Periodicity.

Autocorrelation analysis, while useful in the context of noisy data and stochastic models, has shortcomings due to fundamental assumption that the intrinsic period and amplitude of the time series under consideration do not change over time. When a periodic signal presents significant variation in amplitude and period, as our model and typical circadian data do, then autocorrelation cannot tell us how the period may vary as a function of time. Thus important information can be lost if one focuses just on autocorrelation. Wavelet based approaches can prove more effective for determining period length along with a measurement of the variability in period and amplitude in time, reviewed in [24]. Wavelet analysis aims to decompose a signal as a sum of component waveforms. In contrast to Fourier analysis, wavelets are localized (or windowed) in time in such a way that the temporal duration of the window is adjusted to each frequency being analyzed. We employ a continuous wavelet transform (CWT), which for a complex valued wavelet function $\Psi(t)$ can be defined as

$$W(t, s) = \frac{1}{s} \Psi^*(\frac{u - t}{s}) x(u) du$$

(25)

with $\Psi^*$ is the complex conjugate. At a time $t$, the period of the signal is identified by changing the scale ($s$) that maximizes the wavelet transform between the signal and the scaled wavelet. To analyze the signal one generates the so called wavelet ridge curves, which run along the local maxima with respect to period, $s$, of the absolute value of the CWT. The absolute value of the CWT in turn marks the signals instantaneous frequency and amplitude at each time point.

Following [20], we use Morlet wavelets to analyze the stochastic model. The Morlet wavelet function is given by

$$\Psi(t) = \exp(iw_0 t) \exp\left(-\frac{t^2}{2\sigma^2}\right),$$

(26)

where $w_0$ is the frequency and $\sigma$ is a measure of the spread of the support. By applying a Morlet wavelet centered at $t$ to our model results, we can calculate periodic decomposition of the model time course at time $t$ with the advantage that wavelet analysis does not assume a single dominant periodic signal, an assumption that causes the autocorrelation to become biased when, for example, there is a skipped period [20]. Following, [20] the Morlet wavelet applied to a data series generates a table of complex values for varying $s$ and $t$, with heat map plots arising from consideration of the magnitude of the complex values, illustrated in Fig. 7.

The local maxima of the magnitude of the wavelet transform at each time point correspond to the ridges illustrated both in the heat maps (blue line overlay) and ridge strength plots in Fig. 7. Each ridge point location on the period axis of the CWT magnitude heat map indicates the dominant oscillatory period for the system at the indicated time. We employ the algorithm of [20, 25] to compute and plot the CWT ridges to monitor the dominant period of the cell over time.

Examining the wild type behavior of the system using the CWT magnitude and CWT ridges reveals a surprising behavior that is hidden from autocorrelation analysis. For short time spans, the strength of the periodic signal as measured by the ridge strength drops dramatically, illustrated in Fig. 8 where we show three realizations of the model with the same parameter values. As the Morlet analysis is windowed, this transition is smooth, but this implies that the periodic behavior is punctuated by aperiodic behavior for the stochastic model. Unlike the above autocorrelation analysis, where one loop continues while the other halts, both loops appear here to lapse simultaneously as illustrated in Fig. 9.

The frequency and length of these aperiodic anomalies appears to be modified with system size in the stochastic model. To illustrate how the time spent in aperiodic behavior changes with the system size $\Omega$, we present histograms of the ridge strength of RevBmnl and PCRor loops normalized to the mean ridge strength for each $\Omega$ (Fig. 10). From the density plots in Fig. 10 we observe that the variation around the mean in ridge strength increases as $\Omega$ is decreasing, indicating that for small $\Omega$ the system spends a large fraction of time with very weak periodic signal. These observations could provide an alternate explanation for some experimental results [9] [8]. In these studies, the authors observed circadian oscillation of mouse SCN cells at single cell resolution either in tissue slices or in isolated cells. Reanalysis of this data by Meeker et al. [20] found that while cells in slices maintained strong periodic behavior, isolated cells displayed the occasional highly elongated period. Our alternate explanation is that this elongated period could actually represents transient aperiodic behavior among isolated cells. While Meeker et al. [20] was able to fit their model to explain the data, we obtain similar behavior at the wild type parameter values fitted by Relogio et al. [17] that are supposed to support normal periodic behavior in the deterministic model. This finding provides additional evidence that the stochastic model displays qualitatively different behavior than the deterministic model despite identical parameter values, indicating that low protein numbers can significantly alter system behavior for the mammalian circadian oscillator.
Section 5: Discussion

Circadian rhythms represent a fundamental way that organisms respond to daily changes in the environment and, in humans, an important health consideration [2, 3]. Modeling of these chemical clocks has often focused on deterministic systems of ODEs [6, 12, 13], but biological data suggest that noise can influence these rhythms [7, 10]. Given observations that molecules controlling these rhythms are present in very low numbers [15], stochastic models that explicitly track each protein number as they undergo reactions in time represent a computational modeling strategy that can reveal biologically relevant behavior that might not be observed in deterministic mathematical models that average system behavior in the limit of large protein numbers. For example, deterministic and stochastic mathematical models of circadian clocks have been observed in prior work to predict qualitatively different behavior for specific mutants [20] or display shifting periods over time [20].

In this paper, we developed a stochastic birth-death model that builds upon a previously proposed deterministic model for the mammalian circadian rhythm in [17]. We used the Gillespie algorithm to simulate the stochastic model and then analyzed the results for varying system sizes and parameter values. We used a scaled...
correlation time quantity in order to study the strength of periodic signal present in the stochastic model and further employed it in order to test the robustness to noise of various model sub-components that were postulated as important building blocks in the ODE model. We found that the stochastic model components could be classified into sub-clusters that differed slightly from the clusters proposed in the ODE model, notably with Ror clustering with the PC loop. We next used correlation half-life to build a stochastic version of the bifurcation diagram of the ODE model in order to test the robustness of the Hopf points in the stochastic model for different system sizes and with respect to different parameters. We found that the stochastic system showed varying levels of sensitivity to noise as the predicted correlation half-life Hopf points varied when \( \Omega \) was changed. Further, we noted that the two loops of the stochastic model had different Hopf points, and thus confirmed the independence in their oscillatory behaviors. Biologically, this last finding indicates that additional negative feedback loops do not necessarily confer greater robustness to an oscillatory system under noise perturbation. The opposite may be true, in that the flexibility and independence of a second loop allows rapid phase changes to be made. For example, the model used here could transiently lapse into aperiodic behavior.

Since autocorrelation analysis loses time information, we next performed wavelet analysis in order to test the stochastic model variations in periods as a function of time. We found that the stochastic model can show transient lapses in periodicity particularly in low system size regimes. This behavior is of interest as the model was being examined in “wild type” parameter ranges where the deterministic model showed robust oscillations. The primary goal of this work was to explore the role of intrinsic noise that arises in the case of low protein numbers on a detailed and robust mammalian circadian clock ODE model. We found that the stochastic model can show both different behavior in terms of oscillatory regimes and lapses in periodicity when compared with the ODE model in the same parameter ranges. Most importantly, the stochastic model when probed through autocorrelation analysis showed that under noise perturbation model components could cluster differently between the two key circadian clock feedback loops, indicating that system architecture could be affected by internal noise.

The autocorrelation and wavelet analysis of our stochastic model is likely more amenable to quantifying experimental data from noisy oscillators in biochemical networks, particularly when trying to detect network topology. It is important to note that the contrast between the two loops architecture we noted here is likely detectable in the autocorrelation from the mRNA levels alone, suggesting that system architecture might be uncovered more systematically by devising models that can capture noisy data and then examining the deterministic limits that produce ODE that are more amenable to analysis. In this context, we expect that a stochastic modeling approach is an important and necessary tool in examining circadian oscillator properties. Indeed, our stochastic model analysis does not ignore fluctuations in low protein number regimes but instead relies on them in order to test system response as various model parameters are varied. ODE models necessarily ignore these low protein level effects and impose a feedback structure that can only match the biological system response in the sense of averages, ignoring the important role of fluctuations.

Finally, we highlight that despite a significant amount of modeling in this field, the key network motifs comprising the circadian oscillator are still debated. Recently, using a carefully parametrized ODE model in [22], a large computational effort was put into systematically clamping all possible combinations of gene-subsets to their oscillation mean values in the model in order to uncover the necessary and sufficient sub-networks needed for self-sustained circadian oscillations. Our analysis shows that a stochastic model might vary in its response and loop architecture when compared with its deterministic equivalent ODE model, so one must be careful when drawing conclusions about system architecture that rely solely on ODE model analysis. We propose that stochastic versions of these models should also be examined and compared with noisy data when trying to assess overall network topology.

Appendix

Wild type parameters

The model has 71 parameters as described in [17], of which 11 were fitted. In Table 1 we list the parameter values used in [17] that are relevant to our study in Section 3.2. We refer to these values as “wild type” parameter values in the manuscript since they yield wild type circadian oscillations for the ODE model.

Reaction propensities

In Table 2 we show some illustrative elementary reactions for the stochastic model along with their reaction propensities (or probabilities) as used for the Gillespie simulations.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dy_1$</td>
<td>Degradation rate for Per mRNA (hour$^{-1}$)</td>
<td>0.3</td>
</tr>
<tr>
<td>$k_{i4}$</td>
<td>Ror-inhibition rate (a.u)</td>
<td>0.4</td>
</tr>
<tr>
<td>$v_{1\text{max}}$</td>
<td>Per transcription rate (a.u.-hour$^{-1}$)</td>
<td>1</td>
</tr>
<tr>
<td>$v_{3\text{max}}$</td>
<td>RevErb transcription rate (a.u.-hour$^{-1}$)</td>
<td>1.9</td>
</tr>
</tbody>
</table>

Table 1: “Wild type” parameter values for the stochastic model.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Description</th>
<th>Probability of Reaction</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_i \overset{v_{1\text{max}} f(x_1,x_5,x_6)}{\rightarrow} M_{yi}$</td>
<td>Transcription of gene ($G_i$) into mRNA ($M_{yi}$)</td>
<td>$w_a = v_{1\text{max}} f(x_1,x_5,x_6)\Omega$</td>
</tr>
<tr>
<td>$M_{yi} \overset{k_{j2}}{\rightarrow} P_{zj}$</td>
<td>Cytoplasmic protein ($P_{zj}$) production</td>
<td>$w_b = k_{j2} M_{yi}$</td>
</tr>
<tr>
<td>$P_{zj} + P_{zi} \overset{k_{f_{zc}}}{\rightarrow} P_{zc}$</td>
<td>Cytoplasmic complex ($P_{zc}$) formation</td>
<td>$w_c = k_{f_{zc}} P_{zj} P_{zi}/\Omega$</td>
</tr>
<tr>
<td>$P_{zj} \overset{k_{i_{zj}}}{\rightarrow} P_{xi}$</td>
<td>Nuclear protein shuttling</td>
<td>$w_d = k_{i_{zj}} P_{zj}\Omega$</td>
</tr>
</tbody>
</table>

Table 2: Representative reactions for the stochastic model. The function $f(x_1,x_5,x_6)$ represents a Michaelis-Menten rate term, as described in Section 2.1 with protein nuclear forms REV-ERB$_N(x_5)$, ROR$_N(x_6)$, CLOCK/BMAL$_N(x_1)$.
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