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Over the years, there have significant number of cyber-attacks in various sectors causing losses
to those sectors. We study the multivariate dependence of the cyber risks among these sectors by
developing an iterative algorithm using copulas to estimate cyber risks in each sector by measuring
the interdependencies and intradependencies among the sectors. The prediction performance of the

proposed algorithm shows that the algorithm is superior to other methods.
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CHAPTER I: INTRODUCTION AND MOTIVATION

Cyber risk has been prevalent over the years causing great losses to individuals, businesses,
and nations. It is defined as the combination of the probability of an event occurring within the realm
of an organization’s information assets, computer and communication resources and the consequences
of that event for an organization (BIS, 2016). According to the Federal Bureau of Investigations Report
(2022), the FBI’s Internet Crime Complaint Center (IC3) reported cybercrime losses totaling $27.6
billion from 2018 to 2022 with significant increase in the losses over the years, which is alarming
since it is causing financial strain on individuals, organizations, and states. Among the various types
of cyber risks including online threats, physical threats, insider threats and data breaches, the type of
interest in this study is data breaches, which refers to identity theft (in other words, losing personal
information to someone). Data breaches are particularly of interest because according to the National
Council on Identity Theft Protection, the Federal Trade Commission have received 5.7 million total
fraud and identity theft reports in the year 2023, of which identity theft reports were 1.4 million (25%).
Furthermore, the Identity Theft Resource Center reports data breaches from 2016 to 2022 of which

10,617,801,240 victims were impacted in the United States.

In our current age, where some operations of some sectors require the involvement of other
sectors, the possibility of a cyber-attack on one sector causing an attack on other sectors is high.
Macaulay & Centre for International Governance [CIG] (2019) after assessing the interdependencies
of ten critical infrastructure sectors (energy, communications & IT, finance, health care, food, water,
transportation, safety, government, and manufacturing) discovered that most sectors had high potential
vulnerability due to cyber threats from other critical infrastructure sectors, in the dependency matrix.
The inbound and outbound dependence sum up to interdependence which is ranked from 1 to 10 where

a lower number implies low interdependence, and a higher number implies high interdependence.



Since some of the interdependence values are greater than 5, it necessitates studying the

interdependence among sectors.
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Figure 1: Dependency Matrix for 10 Critical Infrastructure Sectors

Therefore, we study the multivariate dependence among 14 sectors: education, financial
services, government, health care, hospitality, manufacturing & utilities, military, non-profit
organizations, professional services, retail, technology, transportation, other sectors, and
uncategorized sectors. We combined military and government as one sector, as well as other and
uncategorized sector as one sector. We develop a copula model using the vine copula approach to

predict cyber risk in each sector given the others.

There are few literatures on modelling multivariate dependencies among cyber risks. Zhang et
al. (2021) proposed a hybrid model which first models the multivariate attack time series by a deep
learning model and then uses the extreme value theory to model residuals exhibiting heavy tails. Xu
et al. (2017) also modelled the dependence among the time series of the number of cyber-attacks, and

the dependence between the time series of the number of attacked computers using a vine copula



approach. Peng et al. (2018) also developed a copula — Generalized Autoregressive Conditional
Heteroskedasticity (GARCH) model which uses vine copulas to model the multivariate dependence
among cyber-attacks. In addition to Xu et al (2017) and Peng et al (2018) who developed models using
the vine copula approach, another literature on vine copulas is by Chang & Joe (2019) where they
proposed a vine copula regression method to compute the conditional distribution of the response
variable given the explanatory variables. To the best of our knowledge, there is no literature on the

use of vine copula to model the multivariate dependence among cyber risks in the respective sectors.

In our study, we develop a new copula-based algorithm which is a build-up on the Additive
Decomposition Algorithm Based on Copulas (ADABOC): an algorithm in which the response variable
1s decomposed as a sum of error terms. Each error term is estimated, identifying the input variable that
best “copulates” with the error term (Carrillo et al., 2021). The ADABOC has two drawbacks: it is
time-consuming and tends to select the same copula family and predictor variable in most iterations.

Thus, we resolve those drawbacks by

1) creating a new simulation algorithm by generating samples from the conditional copula to
approximate the average and

i1) using the idea of “decorrelation” to ensure that the algorithm can choose different copulas.

The authors stated that ADABOC is not oriented for time series data, however, the new copula-based
algorithm we have developed using the ADABOC is superior to other well-known multivariate time

series models.

The rest of the paper is presented as follows: we discuss the exploratory data analysis in
Chapter 11, highlight preliminaries of the proposed algorithm and other modelling methods in Chapter
111, introduce the proposed algorithm in Chapter IV, and then, apply it on the dataset and compare its

prediction performance with other models in Chapter V, and finally conclude in Chapter VI.



CHAPTER II: EXPLORATORY DATA ANALYSIS

The data represents reported data breach records published from March 25, 2020, to December
22,2022, by the Identity Theft Resource Center. Although the publications are from 2020 to 2022, the
dates of breach are from 1970 to 2022. However, for this study, we focus on the dates the data breaches
were reported, that is, from 2017 to 2022, exempting 2016 due to many missing values in 2016.
Government and military sectors were merged, as well as Other and uncategorized sectors due to many

missing values for the military and uncategorized sectors.

Each sector’s mean of impacted victims in Table 1 is greater than its median, signifying that
each distribution of the impacted victims in each sector is positively skewed. The positive skewness
of the sectors is also displayed in the boxplots in Figure 2. Technology has the highest mean number
of impacted victims (53,077,771.95) followed by Other/uncategorized sectors (38,518,179.93). Non-
profit organizations on the other hand, has the lowest mean number of impacted victims (95,215).
Each number of NA implies no data breach was recorded for those number of months. Transportation
sector had 19 NAs signifying that there were no reported breaches in 19 months out of the 72 months
studies. The low mean number of impacted victims for Non-profit/NGO is accounted for by the 15
NAs the sector had. Technology had 7 NAs and yet had the highest mean since any time the data
breach occurred, the number of victims impacted were many, whereas Other/uncategorized sectors
had no NA which means the several occurrences of the data breaches contributed to the high mean.
Similarly, education, financial services, and health care services have no NAs, thus, these sectors have
data breach reports every month, which implies these sectors could be more prone to cyber-attacks.
The manufacturing and utilities sector also had only one NA signifying they had data breaches in all

the other 71 months.
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Also, from the boxplots in Figure 2, there are quite a high number of extreme values for
technology and other/uncategorized sectors accounting for their high means. All sectors have small

variability from the boxplots in Figure 2. In the data analysis, all NAs are considered as zeros.

Data Breach Victims Impacted in the Various Sectors
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Figure 2: Boxplot on the Impacted Victims across the Various Sectors
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From Figure 3, other/uncategorized and transportation sectors had a spike in 2017,
manufacturing and utilities sector had a little spike in the early part of 2018, whereas education,
hospitality, technology, and government/military had a spike towards the end of 2018. Financial
services, retail, manufacturing and utilities, and health care also had a spike in 2019. NGO and
healthcare had high numbers of impacted victims from 2020, whereas professional services had a spike
in 2020. Most sectors have a reducing number of impacted victims from 2021 to 2022 except NGO.
Although manufacturing and utilities sector also had a high number of impacted victims in 2021, the
sector had a reduced number of impacted victims towards the end of 2021 through 2022. Furthermore,
sectors including education, financial services, government, other, retail, and transportation have
maintained a decreasing trend since the months they had large number of data breaches. Technology
rather has more rise and falls which is of no surprise since cyber-attacks are related to computers,

information, and technology.



CHAPTER III: PRELIMINARIES
We introduce some preliminaries used in this study.
1.1 Copula

Nelsen (2006) as cited in Chen & Guo (2019) defines copulas as functions that join or “couple”
multivariate distribution functions to their one-dimensional marginal distribution functions. A precise
definition is given in Sklar’s theorem (Sklar, 1959, as cited in Chen & Guo, 2019) where he first
introduced copulas in the statistical context:

If random variables X;, ..., Xy, follow an arbitrary marginal distribution function Fy(x1), ..., Fy(xn),
respectively, there then exists a copula, C, that combines these marginal distribution functions to give
the joint distribution function, F (x4, ..., X,,) as follows:

F(xq, .., x) = C{F(x1), .., B, (x,)}, X1, -, Xn €ER (Egn. 1)
If the marginal distributions F;(x;) are continuous, the copula function C is unique.
Since X; is a random variable with cumulative distribution function F;(x;) = P(X; < x;), then, F;(x;)

is also a random variable (Carrillo et al, 2021). Thus, if the inverse of F; exists, then,

P(F;(X) <x) =P(X; <F 7' (x)) = F; (Fi_l(xi)) = X; (Egn. 2)
Given arandom variable M~U (0,1), the cumulative distribution (Kj,) of the standard uniform random
variable is Ky, (m) = TT_(()) = m. Thus, it suffices to say that F; is in accordance with the cumulative
distribution of a standard uniform distribution, from Eqn. 2. This makes it appropriate to consider

F;(x1), ..., Fy(xy) as uniform variables U, ..., U, respectively. Therefore, Eqn. 1 can be rewritten as:

F(xq, o, xp) = C{F(x1), o, By ()} = C(uy, oo, Uy) (Eqn. 3)

10



Bivariate copulas are used in this case since we are modelling the dependence between pairs
of sectors. A bicopula is a function C: [0,1] X [0,1] = [0,1] with the following properties (Carrillo et
al, 2021):

1. C(u,0) =0;C(O,w) = 0;
2. Clu,1)) =u; C(L,w) =w;
3. C is non-decreasing for each hyperrectangle B = [uy,u,] X [wy,w,], its volume is non-
negative:
Ve(B) = C(uz, wy) — C(up, wy) — C(ug, wy) + C(ug, wy) =0
where (u, w) represent the uniform pairs of the two random variables.
Conditioning with copulas

To make predictions of a variable Y given another variable, X, we can calculate the expected
values of Y by finding the conditional expectation of Y given X. Calculating the conditional
expectation involves the use of the conditional density function of Y|X, which is computed from the
joint density function of X and Y, and the marginal distribution of X. In our case, since a bicopula
function will be the joint density function, it is important to introduce conditional copulas to enable us
to compute the conditional expectation of Y|X. Venter (2001) adapted Sklar’s theorem to continuous
conditioned distribution in the following proposition:

Let C be a copula function and let Ci(u, w) denote the derivative of C(u, w) with respect to the first
argument. When the joint distribution of X and Y is given by L(x,y) = C(Fx(x),Qy(y)), then the
conditional distribution of Y|X=x is given by:

Qrix(¥) = Ci(Fx(x), Oy ().

Carrillo et al (2021) presented the definition of conditioned copulas associated with a copula as:

ac(u,w)

Fixed U = u, copula conditioned to u is a function on W variable: C;(u,w) = C(w|u) = ™

11



Fixed W = w, copula conditioned to w is a function on U variable: C,(u,w) = C(u|lw) = detww)

Thus, given the product/independent copula C(u, w) = u.w, the conditional distribution of U given

W is

dC(u,w) _ d[l(u,w) _duw) "

C(ww) = Clujw) = dw dw dw

which implies U is independent of the value of W.

II1.2 Vector Autoregressive (VAR) Model

We compare the proposed algorithm with a time series model (the Vector Autoregressive

model). Therefore, we define it as follows:
According to Tsay (2005) a time series r, follows a VAR (p) model if it satisfies
r, = @0 + (Dth_l + -4+ Qprt_p + a., p >0

where @, is a k-dimensional vector, ®@; are k X k matrices for j =1, ...,p, and {a;}is a sequence of

serially uncorrelated random vectors with mean zero and covariance matrix X which is required to be

positive definite in application.
I11.3 Regression methods

Due to the nature of the data, that is, multivariate time series data, we also compare the
proposed algorithm with some regression methods: least squares regression, ridge regression, lasso
regression, and two ensembled trees methods (random forest and extreme gradient boosting). While
the least regression simply measures the linear relationship between predictor variables and the
dependent variables, the ridge regression can shrink the estimated coefficients towards zero using the

shrinkage penalty )I(Z?zlﬂjz) where 1 > 0 is a tuning parameter, to minimize the sum of squares

12



residuals (James et al, 2013). Like the ridge regression, the lasso regression minimizes the sum of
squares residuals by forcing some estimated coefficients to zero using the shrinkage penalty
A(E;’:l |5;]) where A = 0 is a tuning parameter. The random forest and extreme gradient boosting have
more accurate predictions among these five methods, in that, the random forest uses feature
randomness, that is, it generates a subset of the predictor variables to ensure low correlation among
the decision trees; the average of all the decision trees prediction is the final prediction (James et al,
2013). The extreme gradient boosting (XGBoost) also uses multiple trees by iteratively training an
ensemble of shallow decision trees; in each iteration, we fit the next model with the error residuals of
the previous model and make the final prediction using the weighted sum of the decision tree

predictions (NVIDIA, 2023).
1.4 Accuracy metrics

We use the Mean Absolute Error (MAE) to evaluate the prediction accuracy of the various
models. MAE is represented as %Z’Ll |y; — ¥;| where n is the number of observations, y; is the values

of the response variable and y; is the estimated values of the response variable.

13



CHAPTER IV: PREDICTION ALGORITHM BASED ON BICOPULA FUNCTIONS

We study the prediction algorithm involving bicopula functions. The data is grouped into
training, validation, and test datasets. The training dataset is used to train the model, primarily to
determine the initial prediction of the target variable, and the copula and predictor variable to select in
each iteration. The validation dataset contributes to the termination of the iterations. Like the extreme
gradient boosting approach where the test root mean square error determines the best number of
rounds, that is, the number of rounds at which the minimum test root mean square is obtained (beyond
this round, the test root mean square increases), the minimum validation MAE also determines the
best number of iterations which would result in the best prediction. Lastly, the test dataset set is used

to measure the prediction accuracy of the copula model.

In this algorithm, we first predict the response variable for each of the training, validation, and
test datasets as the mean of the response variable of the training dataset. The first error values
g,(i) Vi =1,...,n; of the training dataset are obtained by finding the difference between the observed
values of the response variable and the predicted values of the response variable (¥;,4i ). Since copula
functions join multivariate distribution functions to the unidimensional marginal distribution functions
(Nelsen, 2006, as cited in Chen & Guo, 2019), we need to find the cumulative distribution function of
each predictor variable as well as the errors. Thus, we estimate the cumulative distribution P}(X j) =
P(X ;i < xj) = U; forall j = 1,...,p in the case of each dataset and the error values obtained in the
training dataset (Q (&x)) = W using empirical estimators (DeMatteis, 2001). Using the vine copula
package in R, we select the copula which best explains/models the relationship between the predictor
variables and the error term (Xj, &) of the training dataset in each iteration k. Given the 40 bicopula
families {(C%,.., C*)Vae1l,..,40} and p predictor variables, we end up with 40p bicopula

functions, one per predictor variable and copula family (Carrillo et al, 2021) in each iteration:

14



Lix(Xj, &) = Cix (F;(XJ) Qk(gk)) = Cj(U;, Wy)

The best copula and pair Cj;*(U;", Wy) with the minimum AIC are selected (Schepsmeier et
al, 2015). We simulate N error values using the conditional copula simulation on U;” (Chang & Joe,
2019). We then use the quantile function to find the inverse of all simulated values (Hyndman & Fan,
1996). At this point, we find the average (either mean or median) of these values to estimate the
respective error terms. In the case where the mean of the target variable is significantly lesser than the
first quartile, or the other way — significantly greater than the third quartile, then, finding the median

of the simulated values is preferred since the median is not affected by outliers. Otherwise, the mean
is used in finding the average of the simulated values, that is, &; ; = %z;;’:l ep,(1)V i€l,..,n, where

the e;’s represent the inverse of the simulated values. The first estimated error term &; is added to the
initial prediction of the response variable (Y) to estimate the response variable. Note that the initial
predictor is the mean of the target variable, therefore, extreme values are accounted for in the overall
prediction even when we use the median as the average of the simulated values. This step is repeated
in the validation and test datasets using the same copula and the predictor variable used in the case of
the training dataset. Thus, the variables in the training dataset should be the same variables in the

validation and test datasets.
In the next iterations, we repeat similar steps, only that

1. The residuals g, will be the difference between the observed target values and the estimated
target values from the previous iteration. We estimate the cumulative distribution function of the
residuals generated in each iteration using empirical estimators to ensure the residuals are in the copula

domain [0,1].
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il. We sample 50% of the predictor variables during the copula selection stage. Here, we ensure
the algorithm can choose different copulas in the various iterations by using the idea of
“decorrelation”. Otherwise, there is high probability of selecting the same copula and predictor
variable in each iteration. This sampling approach is similar to the random forest method where a
random sample of m predictors are considered as split candidates from the full set of p predictors when
building a decision tree (James et al, 2013). After several simulation studies using 30% to 90% sample
of the predictor variables, 50% sample had the best prediction accuracy, which explains why we

sample 50% of the predictor variables.
The algorithm stops if

1. The selected copula is the independence / product copula since that will indicate independence
between the predictor variable and the error variable. (Carrillo et al, 2021) refers to this as the
independence criterion.

1l. The validation MAEs of the last 10 iterations are all greater than that of the
(k — 10)t" iteration. This is also referred to as the early stopping criterion.

1il. The maximum number of iterations specified are reached.

Thus, the estimated target variable is

k*

Yirain = Yrain + § €K (train)
k=1
k*

Yvalid = Ytrain + E gk(valid)
k=1
k*

Yiest = Yirain + €k (test)

k=1

where k™ is the iteration with the lowest MAE in the validation data set.
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Algorithm 1: Modified ADABOC

INPUTS: Y Target/response variable
(X1) s Xp) Independent variables
(@), x1 (D), e, x5 (1)) Data observations Vi€ 1,...,n
ny Number of train data observations
n, Number of validation data observations
ng Number of test data observations
N conditional copula simulation number of values
maxiter maximum number of iterations
average median or mean
{C%} Bicopula families Va € 1, ...,40

counterNolmprovement Cumulative number of iterations without improvement counter (Carrillo et al,
2021) (set to 10 in this study)
n=n, +n, +n;

)

2)
3)
4)

5)
6)
8)

9)

10)
11)
12)
13)

14)
15)
16)
17)
18)

19)
20)

Estimate the first predictor of Y, which is the first predictor for each dataset:
~ oy 1 nq .
9o(D) = =312, (D).
At k=1, first error variable : &, (i) = y(i) — Yo(i), Vi€ 1, .., 14
fork=1, ..., maxiter, do
Estimate the marginal distributions of each predictor variable in each dataset and error variable
from the train data using empirical cumulative distribution function (DeMatteis, 2001):
F(X]-) =ecdf(x))=U; Vj€Ll ..,p
Q&) = ecdf (&) = Wy
(uj(i),wk(i)) = {FX]. (xj(i)),st(sk(i))} Vi=12,...,nVj=1,2,..,p (Pairin copula
domain)
if k=1, then use all predictor variables
else sample 50% of the predictor variables.
Select copula which models the relationship between (U;, W), with the minimum AIC:
(C", Xj) = min; ofAIC(C;x*)} (Schepsmeier et al, 2015).
if C,"=T], (independence criterion)
then k = maxiter +1
else, fori=1,...,ndo
Simulate N values from copula (C;*|U;" (1) = u;*(@)).
Invert all simulated values using the quantile function to obtain
(e1x (D), ..., enk (D) (Hyndman & Fan, 1996).
Compute the estimated error: &, (i)= average (e, (i), ..., eyx (1)).
Calculate the new Y estimator: 9 (i) = Yyx_1 (i) + & (i)
end for

Calculate the new error variable: &, (i) = y(i) — V(D) Vi=1,..,ng
end if

Compute MAE;, = %Z?ﬁl |y (i) — 9, (i)] on validation dataset.
2
if MAE, < MAE)._,, then counterNoimprovement = (0,

17



21) k* =k (Index associated with the iteration with minimum MAE)

22) else counterNolmprovement = counterNolmprovement (=10 in this study) (early
stopping criterion)

23) end if

24) end if

25)  end for

26)  Copulamodel = {¥y = Virgin, (Xj1, 1" €1), (X2, €27, €2), ooy (s, G, €50 }
27)  return Copulamodel
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In this section, we develop models using the modified ADABOC, the ADABOC, VAR, and

the five regression methods used in this study, and compare the prediction performance of the modified

CHAPTER V: STATISTICAL MODELLING

ADABOC with the other models.

that is, 2017 to 2021 were used to train the model, January 2022 to June 2022 formed the validation
dataset and July 2022 to December 2022 formed the test data. Macaulay & CIG (2019) emphasized
the interdependencies and intradependencies among the sectors. Thus, in order to study the
interdependencies among the sectors, we select one sector as the target variable and the other sectors

as the predictor variables. To address the intradependencies, we predict the response variable using r

V.1 Model Fitting
The ITRC data had 72 months of data breach reports from 2017 to 2022. Therefore, 60 months,

lags of the same variable. Therefore, the dataset will be of the form:

Target variable

Predictor variables

Target sector (#+1)

Target sector (7)

Target sector (1)

Sector 1 (7)

Sector 2 (7)

Target sector (72)

Target sector (71)

Target sector (72-r)

Sector 1 (71)

Sector 2 (71)

Table 2: Data Structure using r lags

Thus, Target sector (#) in Table 2 for example, implies the 7# observation in the target variable. To

determine the lag » which optimizes the results, we used cross validation on the validation dataset.
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Sector Lag1 Lag 2 Lag 3 Lag 4 Lag 5

(Target variable)

Education 138,309.15 | 158,280.67 | 151,914.67 | 137,051.41 | 146,464.83

Financial Services 2,780,650.36 | 2,836,927.35 | 2,706,592.33 | 2,270,262.04 | 2,174,910.52

Health care 1,957,530.68 | 1,962,149.92 | 1,959,331.21 | 1,708,517.01 | 1,922,925.33

Hospitality 15,078.48 17,119.45 19,221.72 20,397.90 23,342.36

Manufacturing & | 1,283,089.87 | 1,286,367.91 | 1,316,136.67 | 1,385,488.61 | 1,278,348.56

Utilities

Non-profit/NGO 104,950.00 | 108,466.00 | 103,766.13 | 108,073.55 | 107,026.48

Professional Services | 505,716.88 376,626.91 435,325.26 | 495,152.61 377,929.70

Retail 156,798.01 168,920.32 | 197,711.48 | 108,657.46 | 108,037.88

Technology 2,482,247.51 | 2,508,706.18 | 2,376,702.11 | 2,112,416.76 | 2,640,665.35

Transportation 136,263.39 | 137,331.00 | 136,857.47 | 144,383.94 | 149736.67

Other/Uncategorized | 1,247,677.26 | 1,259,639.23 | 1,131,931.05 | 1,046,072.10 | 1,212,020.96

sectors

Gov’t/Military 1,007,080.84 | 1,601,545.30 | 1,303,834.29 | 1,034,414.52 | 1,387,551.14
Table 3: Cross validation results using maximum of five lags.

The cross-validation results from Table 3 show hospitality, transportation, and

government/military have optimal results at lag 1, while professional services have optimal results at
lag 2. NGO on the other hand has lag 3 as its optimal lag. Lag 4 gives optimal results for education,
health, technology and other, while lag 5 is the optimal lag for finance, manufacturing & utilities, and
retail. These lags are considered optimal since the validation MAEs at those lags are the lowest in each
case. This reformed the dataset when building models for each sector, in that, there were optimal lag
additional predictor variables to the already existing predictor variables (the other sectors), i.e., an
optimal lag of 4 for the education sector reformed the dataset by including 4 more predictor variables
(Education lags 1 to 4) to the other sectors. These reformed datasets were used in developing the
modified ADABOC models, as well as all the other models except the vector autoregressive model
since it determines its own optimal lag. Using the vars package in R, lag 5 was the selected lag using

the AIC, the Schwarz Criterion (SC), and the Hannan-Quinn criterion (HQ), while lag 4 was selected
20



using the Final Prediction Error (FPE) criterion. Although three of the criteria selected lag 5, lag 4 was
used in building the VAR model since VAR(S) forecasted NA’s during the prediction stage while

VAR (4) forecasted actual values.
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We display the output of both the modified ADABOC and the ADABOC models with the
government/military sector as an example to portray the difference in the two algorithms, most
importantly, to observe the improvement due to the modifications made on the ADABOC algorithm.
From the output in Table 4, the modified ADABOC algorithm stops on the 15™ iteration since the last
ten validation MAEs were all greater than the validation MAE prior to them. The 5" iteration is
preferred since it has the lowest validation MAE among all the iterations. Thus, the prediction for the

government/military sector:
- o .
Ygov't/military =¥+ 2k=1 Ek-

The ADABOC on the other hand stopped on the 14™ iteration since the 41 to 14™ validation MAEs
were all greater than that of the 3™ iteration which was the lowest. Thus, the predictor in this case is

~

— Vv 3 o
Ygov't/military =Y+ Zk:l Ek-

It is observed that the ADABOC algorithm selected the variable, Transportation 11 (which
implies Transportation lag 1) throughout the first 8 iterations before it selected the other two variables:
Manufacturing & Utilities_11 and Other_11. Since Transportation 11 most explains the residuals of the
government/military sector, it was selected repeatedly before the other variables had the chance to be
selected. This problem is solved in the modified ADABOC through the 50% sampling of the predictor
variables. Thus, after selecting the variable which most explains the residuals in the first iteration
which uses all the predictor variables, other variables were also selected through sampling. The
percentage 50 keeps a balance in the variable selection such that it is not too high to increase the
probability of the most correlated variable with the residuals to be selected in each iteration and it is
not too low to cause only the least correlated variables with the residuals to be selected. Hence, in the

modified ADABOC output for government/military, the variables: Professional services 11, NGO 11,
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Technology 11, and Manufacturing 11 form part of the set of variables for making predictions on the
government/military sector, in addition to the most correlated variable, Transportation 11 since they
were the variables selected in the best iterations (1 to 5), whereas only Transportation_11 will be used
in the case of the ADABOC since it was the only variable selected in the best iterations (1 to 3).
Furthermore, the ADABOC algorithm tends to select almost the same copula through the iterations
due to the repetitive selection of the same variable. While BB7 and Rotated BB8 270 degrees will be
the only copulas used in the ADABOC prediction of the government/military sector, Tawn type 2
copula, rotated Joe copula (180 degrees; survival Joe), rotated Tawn type 1 copula (270 degrees), and

rotated Tawn type 2 copula (180 degrees) will be used in the modified ADABOC prediction.

V.2 Prediction and Evaluation

Aside the prediction made on the validation and test datasets, the modified ADABOC model
can predict target variables given a dataset of the same predictor variables (scoring data) as the training
dataset using Algorithm 2. The algorithm uses the same copula and predictor variables selected in each
iteration from the modified ADABOC model to simulate N values which is averaged (using the same
average in the modified ADABOC model) and added successively to the initial predictor (Yiqin) up

until the best iteration (k™).
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Algorithm 2: Modified ADABOC Prediction

INPUTS:  {¥y = Yrain, (Xj1, €17, 1), o, (Xjie, C", &+)}  From modified ADABOC

Scoring data The dataset to make predictions on. It
should only contain the same predictor
variables as the training data.

1) Estimate the marginal distributions of each predictor variable in the scoring dataset using
empirical cumulative distribution function:
F(X;) = ecdf (Xj)score = Sj; forallj €1,...,p

2) fori=1, ..., nrow(score data), do

3) Vo) = Yirain

4) fork=1, ..., k*do

5) Simulate N values from copula €y conditioned on Sj (i).

6) Invert all simulated values using the quantile function to obtain (e (i), ..., eni (i)).
7) Compute the estimated error: &,= average(e;x (i), ..., enx (1))

8) Find the estimated Y value: y, (i) = Pr_1(i) + & (i)

9) end for

10)  end for

11)  return J = {§;+ (1), Pi=(2), .., Pier (Mcore) }-

The prediction performance of the modified ADABOC is evaluated by comparing with the
ADABOC, VAR and the other regression models. As mentioned earlier, the reformed datasets
determined by the optimal lag in the case of each sector were used in building the ADABOC and the
regression models while the VAR lag was 4 throughout all the sectors’ model building and prediction.
The least squares regression models for all the sectors had negative adjusted R? like the random forest
(using 1000 trees) which also had negative percentage variability explained in all the sectors’ models,
signifying that these models do not explain the variability in the target sectors well. Using the
minimum tuning parameters for the respective ridge regression and lasso regression models, the ridge
regression shrunk all the coefficients very close to zero while the lasso regression turned most and, in
some cases, all the coefficients to zero leaving only the intercept. In the case of the extreme gradient
boosting, a maximum tree depth of 3 was used. We specified optimal number of rounds (beyond which

the test root mean square error increased), after studying the performance of the model on the test
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data in 70 rounds. Therefore, the XGBoost models for manufacturing & utilities, NGO, professional
services, retail, technology, and other sectors used 1 round, education model used 2 rounds,
government used 3 rounds, and health and hospitality used 4 and 6 rounds respectively. Sectors with

higher number of rounds include finance (with 27) and transportation (with 66).

27



wiy11403]v Aq spnsa.L JYN IS S 219V

TIS'OLT  [906°T€TT | PEV'E€9ET |¥LO'L6TT | SIOTIL 8TI‘6LT S89°TEy | SEI‘SHE ATeyIA /3 AOD)
$J0)J9S

T98°99%°1 [STO°SE6°0ET | €TOPINIT |#E€6°T186°CT | 199°1SH61 | SPO0LOOT | 965°968°01 | T66°LIE T Paz110821edU) /1010
9L8TLY  |T69°T6L9 | €SL'8OTT |6€9°9STT | ILV19TT | LIO'W9¥ €19°CSS | 09¥°6Th uonejrodsuer],
TO6S'SLI'SS [€10'PHLSOS | E18°FEL09 | 614°6EL°09 | O¥8°ST869 | 661°18LS6 | 10V VS8 YE | €THPLS'T A3ojouyos,
SLS8EY  |S99°991°61 |08ETTI'8 |688°0TI8 | 919v6E°L | 988°89C°C | 0TV'ESOT |6SIIL [re1y
1¥T°S69°C |¥¥9°LyS'€C |086°01CT |LIEOITT | 991°€89°1 €00°€88°C | S0ES69 | 0TSVIS SIOIAISG [BUOISSIJO1]
98191 809°01¥ €€E°6S 867°6S TEE'S9 1$T°98 €LE'ES 118°1¢ ODN/Yold-uoN
sanImn

991°9LT°S [T1#°SES°61 | 8ES'SSS'S [ SE6°98SS | 8TVSIOL | L66°698S | OV6'STEY | 188°916°C | % Sunmoenuey
0T0°0L9°TT [STT'LYETE | 86STTY9T | 1S8°ST99T | 6T0°SO6L'ST | TIS'SSLTI | L6V '9¥8°ST | 906°9SS‘TT Ayireydsoy
8€9°L6S T |TTO°E88'0T  [LITOLIT |60L €611 | vET'SYTI LSOTIV'T | TTL'S6ST |L9LOIL'] Ied U)[eaH
L9T89T T |SES'LIITT |TTL'68TT |0VOSIST | TSO'ITHIL | €EL'SPIT | LIOVLI'T |SLI'SIOL SIOIAISS [RIOUBUL]
99901 [LS6°901°ST |8S8°98L | L9508 €09°1€T’T | LOETOV L9668 068051 uoneINpy
UOISSAIZIT | UOISSIASAA [opow 159.0) 009vav (drqeraea

1500gDHX AVA osser] a3pry Tedury wopuey | DOAVAV | PIYIPOIN 19848 1) 103298

28



1-step ahead forecasts were made with the VAR(4) model twelve times to make forecasts for
the entire year 2022 but the forecasted values for the months July 2022 to December 2022 were used
in calculating the test MAEs since those months made up the test dataset. Therefore, the test MAEs
for all the methods are displayed in Table 5. It is observed that the modified ADABOC had the lowest
test MAE on nine of the sectors. Even in the case of education, healthcare, and NGO where the
ADABOC, ridge regression and XGBoost had the lowest MAEs respectively, the modified ADABOC
had the 3" lowest, 11" lowest, and the 2" lowest MAEs respectively. Therefore, the modified
ADABOC has achieved competitive results. We also study the prediction performance of the modified
ADABOC in Figure 4 by comparing the forecasted values with the original test dataset values and the

ADABOC forecasted values since the proposed algorithm is a modification of it.
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The y-coordinates for hospitality, manufacturing & utilities, technology, and transportation from
Figure 4 are omitted since the extreme values were adjusted for clear visualization of the points in the

plots.

The flexibility of the modified ADABOC to select between the two averages (mean and
median) during the simulation stage of the algorithm controls the effect of outliers in making forecasts
while the ADABOC is heavily affected by outliers due to its conditional expectation of the simulated
values. Except for healthcare and NGO sectors, we averaged the simulated values of the other sectors
using the median since those sectors had their means significantly greater than their third quartiles.
Thus, it is observed that the ADABOC has extreme forecasted values especially in hospitality (e),
manufacturing & utilities (f), retail (h) which even has one extreme negative value, and technology (1)
& other (k) where all six forecasted values are far above the original values. On the other hand, the
modified ADABOC has close forecasts except in cases where there was an occasional spike in the
number of impacted victims. Therefore, the proposed algorithm outperforms the ADABOC, the VAR,

and the regression models.
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CHAPTER VI: CONCLUSION AND DISCUSSION

In this study, we proposed an iterative algorithm which is a modification of the already existing
ADABOC algorithm. The modifications made were mainly to average the simulated values generated
through the bicopula conditional simulation conditioned on the selected variables using either the
mean or the median (if there are outliers), and to sample 50% of the predictor variables during the
copula selection stage to increase the probability of other variables to be selected. 50% is a tuning
parameter which controls the variable selection by decorrelating the variables and the error terms to
ensure other copula families and variables are selected. These changes have significantly improved
the prediction performance of the ADABOC algorithm to the extent that the proposed algorithm
outperforms some regression algorithms and the VAR model. The proposed algorithm is applicable to

regression and other multivariate time series data.

The proposed algorithm helps estimate the number of data breach impacted victims in the
various sectors. The selection of variables to explain error variables also informs sectors of other
relevant sectors significant in estimating their number of impacted victims, thus, having the various

sectors take cooperative measures to reduce the effect of data breach in their respective sectors.

The study has some limitations. It is limited to the ITRC identity theft data from the United
States; thus, it is possible that other data from other countries may result in different estimations. Also,
due to the sampling, it is important to set seed when developing the model in order to retain the

variables selected, otherwise, new sets of variables may be selected in another model.

Going forward, the continuous ranked probability score will be included in measuring the

prediction accuracy of the algorithm to improve the algorithm.
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APPENDIX: BIVARIATE COPULA FAMILIES IN THE R-VINE COPULA PACKAGE USED IN
THE MODIFIED ADABOC AND ADABOC

independence copula (J])

Gaussian copula

Student t copula (t-copula)

Clayton copula

Gumbel copula

Frank copula

Joe copula

BBI1 copula

BB6 copula

BB7 copula

BB8 copula

rotated Clayton copula (180 degrees; survival Clayton")
rotated Gumbel copula (180 degrees; survival Gumbel”)
rotated Joe copula (180 degrees; survival Joe")
rotated BB1 copula (180 degrees; survival BB1”)
rotated BB6 copula (180 degrees; survival BB6")
rotated BB7 copula (180 degrees; survival BB7”)
rotated BB8 copula (180 degrees; “survival BB8”)
rotated Clayton copula (90 degrees)

rotated Gumbel copula (90 degrees)

rotated Joe copula (90 degrees)

rotated BB1 copula (90 degrees)

rotated BB6 copula (90 degrees)

rotated BB7 copula (90 degrees)

rotated BB8 copula (90 degrees)

rotated Clayton copula (270 degrees)

rotated Gumbel copula (270 degrees)

rotated Joe copula (270 degrees)

rotated BB1 copula (270 degrees)

rotated BB6 copula (270 degrees)

rotated BB7 copula (270 degrees)

rotated BB8 copula (270 degrees)

Tawn type 1 copula

rotated Tawn type 1 copula (180 degrees)

rotated Tawn type 1 copula (90 degrees)

rotated Tawn type 1 copula (270 degrees)

Tawn type 2 copula

rotated Tawn type 2 copula (180 degrees)

rotated Tawn type 2 copula (90 degrees)

rotated Tawn type 2 copula (270 degrees)
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